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Foreword

The 18th conference of Czech and Slovak physicists was organized with the participation of Hungarian and
Polish physical societies for the first time. Thus the conference became international and the conference language
was English. Palacký University in Olomouc welcomed more than 110 participants who presented 12 plenary
lectures, 50 oral lectures and 27 posters. The participants could enjoy the visit of the general secretary of European
Physical Society Mr. David Lee and the chair of European Physical Society Prof. John Dudley. The main purpose
of the conference was the meeting of physicists from central European regions and opportunity for young scientists
to present their results. The opening ceremony was held in a representative Archbishop palace. After introductory
speeches of Prof. Mašláň, Assoc. Prof. Jan Mlynář, Mr. David Lee and Assoc. Prof. Libor Machala, the prizes of
Milan Odehnal were awarded to young scientist. Just after the ceremony, they had opportunity to present
their main results. In addition to conventional contributions, there was a series of lectures associated with huge
international corporations such as ATLAS, STAR, COMPASS, FAIR, HADES, ALICE, and HiLASE. Besides
scientific program, the participants could enjoy excursion to the rooms in the Archbishop palace, where Franz
Joseph I. temporarily lived, further a joint dinner in small brewery. The ceremonial dinner was organized directly
at the faculty terrace with living music. In summary, the conference was pleasant and we believe in a follow up
of these traditional conferences in future.

Libor Machala
Roman Kubínek
Lukáš Richterek
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The Phase Diagram of Quantum Chromodynamics:
lattice results

Sándor D. Katz1

1katz@bodri.elte.hu, Institute for Theoretical Physics, Eötvös University,
MTA-ELTE Lendület Lattice Gauge Theory Research Group, Budapest, Pazmany P. setany 1/A, H-1117

Abstract. The QCD phase diagram is studied using non-perturbative lattice calculations. Results
for the order of the transition, the transition temperature and the equation of state are presented.
At non-vanishing chemical potential, direct lattice calculations are impossible due to the sign
problem. Several methods are available for moderately small chemical potentials. Results for the
phase diagram and equation of state are shown.

1 Introduction

During the evolution of the universe there was a tran-
sition at T ≈ 200 MeV. It is related to the spontaneous
breaking of the chiral symmetry of QCD. The nature
of the QCD transition affects our understanding of the
universe’s evolution. Extensive experimental work is
currently being done with heavy ion collisions to study
the QCD transition. Both for the cosmological tran-
sition and for high energy collisions, the net baryon
densities are quite small, thus the baryonic chemical
potentials (µ) are much less than the typical hadron
masses. A calculation at µ=0 is directly applicable for
the cosmological transition and most probably also de-
termines the nature and absolute temperature of the
transition at high energy heavy ion collisions (most re-
cently at LHC). The µ > 0 regime of the QCD phase
diagram is relevant for lower energy collisions (e.g. at
FAIR at GSI). A particularly interesting possibility is
the existence of a critical point at finite temperature
and finite µ which can be searched for by experiments.
Neutron stars are described by the large µ part of the
phase diagram.

Though advanced perturbative techniques can pro-
vide results down to several times the transition tem-
perature, the most interesting regimes of the phase
diagram (i.e. around the transition line) can only be
accessed using non-perturbative techniques. Among
these techniques, lattice QCD is the most systematic
one; a short introduction will be given in the next
section.

In this review the recent results of the Wuppertal-
Budapest group are discussed. The order and the ab-
solute scale of the transition. as well as the equation
of state are determined using physical quark masses
and a continuum extrapolation. For moderate chemi-
cal potentials, results are presented for the transition
line and the equation of state. The findings are com-
pared to those of the ’HotQCD’ collaboration.

2 Lattice formulation

Thermodynamical quantities can be obtained from the
partition function which can be given by a Euclidean
path-integral:

Z =
∫

DUDΨ̄DΨe−SE(U,Ψ̄,Ψ), (1)

where U and Ψ̄,Ψ are the gauge and fermionic fields
and SE is the Euclidean action. The lattice regular-
ization of this action is not unique. There are several
possibilities to use improved actions which have the
same continuum limit as the straightforward unim-
proved ones. The advantage of improved actions is
that the discretization errors are reduced and there-
fore a reliable continuum extrapolation is possible al-
ready from larger lattice spacings. On the other hand,
calculations with improved actions are usually more
expensive than with the unimproved one.

Usually SE can be split up as SE = Sg +Sf where
Sg is the gauge action containing only the self inter-
actions of the gauge fields and Sf is the fermionic
part. The gauge action has one parameter, the β
gauge coupling, while the parameters of Sf are the mq

quark masses and the µq chemical potentials. Usually
the masses of the light u,d quarks are taken equal so
there are two mass parameters, mud and ms. For the
fermionic action the two most widely used discretiza-
tion types are the Wilson and staggered fermions. Our
choice is to use a tree level Symanzik improved gauge
action for Sg and a stout improved staggered fermion
action for Sf [1]. This choice is motivated by at least
two reasons. It is computationally relatively cheap
(comparable to the unimproved actions) and the dis-
cretization effects coming from T = 0 and T > 0 sim-
ulations are balanced.

For the actual calculations finite lattice sizes of
N3

sNt are used. The physical volume and the temper-
ature are related to the lattice extensions as:

V = (Nsa)3, T =
1

Nta
. (2)

Therefore lattices with Nt ≫ Ns are referred to as zero
temperature lattices while the ones with Nt < Ns are
finite temperature lattices.

In order to carry out T > 0 simulations we have to
fix the parameters of the action, the gauge coupling
and the quark masses. This is usually done at zero
temperature, where the results of lattice computations
can be compared to experiments. In order to fix three
parameters, three quantities are needed. We chose to
use the pion and kaon masses (mπ,mK) and the lep-
tonic decay constant of the kaon (fK). These can all
be determined from T = 0 lattice simulations. Lat-
tice calculations can only yield dimensionless quanti-
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Figure 1. The volume dependence of the susceptibility peaks for pure SU(3) gauge theory (Polyakov-loop
susceptibility, left panel) and for full QCD (chiral susceptibility on Nt=4 and 6 lattices, middle and right panels,

respectively).

ties, i.e. amπ, amK and afK , where a is the lattice
spacing. For any value of the coupling, the mass pa-
rameters can be tuned to obtain the correct ratios for
mπ/fK and mK/fK . These mud(β) and ms(β) func-
tions are called the line of constant physics (LCP). All
finite T simulations have to be carried out along the
LCP. Different points of the LCP describe the same
physics at different lattice spacings. The lattice spac-
ing can be obtained by comparing e.g. the determined
afK value to the physical fK .

A very important step of any lattice analysis is the
continuum extrapolation. Several simulations have to
be carried out at different lattice spacings and the re-
sults have to be extrapolated to the continuum. Since
T = 1/(Nta), if we are interested in a given temper-
ature range (around the transition) then a decreas-
ing lattice spacing corresponds to increasing Nt. In
this paper, several different lattice resolutions are used
which are characterized by Nt = 4, 6, 8, 10, 12 and 16.
The corresponding lattice spacings are approximately
0.3 – 0.075 fm.

3 The order of the transition

In this section the nature of the QCD transition is dis-
cussed. The details of the calculations can be found in
[2]. In order to determine the nature of the transition
one should apply finite size scaling techniques for the
chiral susceptibility χ = (T/V )·(∂2 logZ/∂m2

ud). This
quantity shows a pronounced peak as a function of the
temperature. For a first order phase transition, such
as in the pure gauge theory, the peak of the analogous
Polyakov susceptibility gets more and more singular
as we increase the volume (V). The width scales with
1/V the height scales with volume (see left panel of
Figure 1). A second order transition shows a similar
singular behavior with critical indices. For an ana-
lytic transition (what we call a crossover) the peak
width and height saturates to a constant value. That

Figure 2. Continuum extrapolated susceptibilities
T 4/(m2∆χ) as a function of 1/(T 3

c V ). For true phase
transitions the infinite volume extrapolation should be
consistent with zero, whereas for an analytic crossover
the infinite volume extrapolation gives a non-vanishing

value. The continuum-extrapolated susceptibilities show
no phase-transition-like volume dependence, though the

volume changes by a factor of five. The V→∞
extrapolated value is 22(2) which is 11σ away from zero.
For illustration, we fit the expected asymptotic behaviour
for first-order and O(4) (second order) phase transitions

shown by dotted and dashed lines, which results in
chance probabilities of 10−19 (7 × 10−13), respectively.

is what we observe in full QCD on Nt=4 and 6 lat-
tices (middle and right panels of Figure 1). We see an
order of magnitude difference between the volumes,
but a volume independent scaling. It is a clear indica-
tion for a crossover. These results were obtained with
physical quark masses for two sets of lattice spacings.
Note, however, that for a final conclusion the impor-
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tant question remains: do we get the same volume
independent scaling in the continuum?

We carried out a finite size scaling analysis with
the continuum extrapolated height of the renormal-
ized susceptibility. The renormalization of the chi-
ral susceptibility can be done by taking the second
derivative of the free energy density (f) with respect
to the renormalized mass (mr). The logarithm of
the partition function contains quartic divergences.
These can be removed by subtracting the free en-
ergy at T = 0: f/T 4 =−N4

t ·[logZ(Ns, Nt)/(NtN
3
s ) −

logZ(Ns0, Nt0)/(Nt0N
3
s0)]. This quantity has a cor-

rect continuum limit. The subtraction term is ob-
tained at T=0, for which simulations are carried
out on lattices with Ns0, Nt0 spatial and tempo-
ral extensions (otherwise at the same parameters
of the action). The bare light quark mass (mud)
is related to mr by the mass renormalization con-
stant mr=Zm·mud. Note that Zm falls out of
the combination m2

r∂
2/∂m2

r=m2
ud∂

2/∂m2
ud. Thus,

m2
ud [χ(Ns, Nt) − χ(Ns0, Nt0)] also has a continuum

limit (for its maximum values for different Nt, and
in the continuum limit we use the shorthand notation
m2∆χ).

In order to carry out the finite volume scaling in
the continuum limit we took three different physical
volumes. For these volumes we calculated the dimen-
sionless combination T 4/m2∆χ at 4 different lattice
spacings: 0.3 fm was always off, otherwise the contin-
uum extrapolations could be carried out. The volume
dependence of the continuum extrapolated inverse sus-
ceptibilites is shown on Figure 2.

Our result is consistent with an approximately con-
stant behaviour, despite the fact that we had a factor
of 5 difference in the volume. The chance probabil-
ities, that statistical fluctuations changed the domi-
nant behaviour of the volume dependence are negli-
gible. As a conclusion we can say that the staggered
QCD transition at µ = 0 is a crossover.
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Figure 3. Renormalized chiral condensate as a function
of the temperature.

4 The transition temperature

An analytic crossover, like the QCD transition has
no unique Tc, different observables and/or definitions
may lead to different temperatures.

In ref. [3] we considered three quantities to lo-
cate the transition point: the chiral susceptibility, the
strange quark number susceptibility and the Polyakov-
loop. The obtained temperatures were 151(3)(3) MeV,
175(2)(4) MeV and 176(3)(4) MeV, respectively. The
first errors come from the finite temperature analysis,
the second ones from the T = 0 scale setting. We
used physical quark masses and four lattice spacings
corresponding to Nt = 4, 6, 8 and 10. These results,
especially the one coming from the chiral susceptibilty,
are in contradiction with those of ref. [4]. They ob-
tain Tc = 192(7)(4) MeV from both the chiral suscep-
tibility and Polyakov loop susceptibility. They used
Nt = 4 and 6 lattices with a p4 improved action.

Due to this discrepancy both collaborations im-
proved on their data. We have used physical quark
masses also for the T = 0 simulations and took even
finer lattice spacings (Nt = 12) at finite tempera-
ture [5] and later also even finer lattices (Nt = 16) [6].
The results changed only within their uncertainties.
The HotQCD collaboration uses two lattice actions
(asqtad and p4) and they extended their simulations
to Nt = 8 lattices [7]. Later they employed a new dis-
cretization (HISQ) and went up to Nt = 12 lattices [8].
In the following we compare the latest results of the
two groups to each other.

The light quark chiral condensate (〈ψ̄ψ〉) is minus
one times the first derivative of the free energy density
with respect to the light quark mass. It is ultravio-
let divergent, a possible way of removing divergences
was proposed in [9]. If one assumes that the additive
divergences of the free energy density depend on the
quark masses only through the combination m2

ud+m2
s,

then one can get rid of the additive divergences in
〈ψ̄ψ〉 by using the strange quark condensate (〈s̄s〉):

∆l,s = 〈ψ̄ψ〉 − 2mud

ms
〈s̄s〉. (3)

The remaining multiplicative divergences can be re-
moved by dividing with the same quantity at zero
temperature:

∆l,s → ∆l,s(T )

∆l,s(T = 0)
. (4)

In Figure 3 we plot this quantity as a function of
the temperature. If one defines the transition temper-
ature as the inflection point of this curve, in the con-
tinuum limit we get Tc = 157(3)(3) MeV where the
first error is coming again from T > 0 and the second
from the scale setting. A slightly different renormal-
ization of the condensate results in a compatible re-
sult: Tc = 155(3)(3) (see Ref. [6]). The latest result
of the HotQCD collaboration for the same quantity is
Tc = 154(9) MeV: the original discrepancy of 2006 has
been resolved.

9
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Figure 4. Left: the pressure as a function of temperature. The HRG prediction is indicated by the black dashed line
at low temperatures, at high temperature we show a comparison to the NNLO HTL result of ref. [12] using three

different renormalization scales (µ =πT , 2πT or 4πT ). Right: entropy density (s) and energy density (ǫ) as functions of
temperature. The insert shows the speed of sound squared.

5 Equation of state

Besides finding the transition temperature one
can also give the equation of state (EoS) of
hadronic/gluonic matter well below or above the tran-
sition T (or also for µ > 0 ). All thermodynamical
quantities can be obtained from the grand canonical
partition function, e.g. for the energy density and the
pressure:

ǫ(T ) =
T 2

V

∂(logZ)
∂T

p(T ) = T
∂(logZ)
∂V

. (5)

For large homogeneous systems, the logZ is propor-
tional to the volume and thus the pressure is equal to
the free energy density. Unfortunately the partition
function is not directly calculable on the lattice. The
usual method to compute the pressure is the integral
method: derivatives of logZ with respect of the action
parameters (β,mq, µq) are determined and the free en-
ergy is reconstructed as an integral in this space:

p = T
V logZ = (6)

T
V

∫

d(β,mq, µq)
(

∂ log Z
∂β , ∂ log Z

∂mq
, ∂ log Z

∂µq

)

.

The partial derivatives are simple observables: the
gauge action, the chiral condensate and the density.

At low temperatures, below the transition, one
expects that QCD is well approximated by a non-
interacting gas of hadrons. All thermodynamic quan-
tities can be calculated from the corresponding hadron
resonance gas model (HRG) and can be compared to
lattice results at low temperatures. In all cases we find
a good agreement up to ≈ 130 MeV.

The first result for the equation of state from
the Wuppertal-Budapest collaboration was presented
in [1] where Nt = 4 and Nt = 6 lattices were used
and no continuum extrapolation was attempted. In
Ref. [10] lattices up to Nt = 10 (and Nt = 12 for
one temperature) were used and even though no con-
tinuum extrapolation was performed, results with dif-
ferent lattice spacings were very close to each other.
The full, continuum extrapolated result using lattice

spacings up to Nt = 16 was published in Ref. [11].
Figure 4 shows the pressure (left), the energy den-
sity (right), the entropy density (right) as well as the
speed of sound (right, insert) taken from this publi-
cation. The lattice results are compared to the HRG
predictions at low temperature. The pressure is also
compared to Hard Thermal Loop (HTL) perturbation
theory at high temperatures.
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Figure 5. Comparison of the equation of state with
that of the HotQCD collaboration [13].

A well suited quantity to compare results with
other collaborations is the interaction measure, (ǫ −
3p)/T 4 which can be calculated directly from the par-
tition function without any integration. This quan-
tity around Tc showed a discrepancy with the recent
results of the HotQCD collaboration [7] where they
used asqtad and p4 actions up to Nt = 8. Similarly to
the transition temperature this discrepancy has been
resolved recently. The latest result of the HotQCD
collaboration uses HISQ fermions up to Nt = 12. Fig-
ure 5 shows the comparison and the nice agreement
between the two collaborations.

6 Non-vanishing chemical potential

Since fermionic fields are represented by Grassmann
variables, one has to integrate them out before any
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Figure 6. The phase diagram at non-vanishing
chemical potentials. The upper curve is determined from
the quark number susceptibility, the lower one from the

chiral condensate. The points show freezeout
temperatures extracted from various experiments.

Monte-Carlo techniques can be applied. Fortunately
the fermionic action (Sf =

∑

x,y Ψ̄xMxyΨy) is bilinear
in the fields (M is the fermion matrix, containing the
discretization of the continuum Dirac operator and the
quark mass), so Equation (1) leads to:

Z =

∫

DU detM [U ]e−Sg[U ] (7)

At µ = 0 the determinant of M can be shown to
be positive and real, so the above path integral can
be evaluated using Monte-Carlo techniques. Unfortu-
nately at µ > 0 this no longer holds, the determinant
can take complex values and a direct evaluation is not
possible anymore. This is called the complex action
or sign problem.

A simple, but powerful way to get around the
sign problem is the overlap improving multiparame-
ter reweighting [14]. The partition function at finite
µ can be rewritten as:

Z =
∫

DUe−Sg(β,U) detM(m,µ,U) =
∫

DUe−Sg(β0,U) detM(m0, µ = 0, U) (8)
{

e−Sg(β,U)+Sg(β0,U) det M(m,µ,U)
det M(m0,µ=0,U)

}

,

where the second line contains a positive definite ac-
tion which can be used to generate the configurations
and the terms in the curly bracket in the last line are
taken into account as an observable. The expectation
value of any observable can be then written in the
form:

< O >β,m,µ=

∑

O(β,m, µ)w(β,m, µ)
∑

w(β,m, µ)
(9)

with w(β,m, µ) being the weights of the configurations
defined by the curly bracket of Equation (8).

This reweighting technique made it possible to de-
termine the phase diagram on the µ − T plane up to
µ ≈ 1.5T in Nf = 4 [14] and Nf = 2+1 [15, 16] stag-
gered QCD on Nt = 4 lattices. The transition points
were located in these cases by finding the Lee-Yang
zeroes of the partition function.

The use of Equation (8) requires the exact cal-
culation of determinants on each gauge configuration
which is computationally very expensive. Instead of
using the exact formula, one can make a Taylor ex-
pansion for the determinant ratio in the weights [17]
(for simplicity assuming no reweighting in the mass):

ln

(

detM(µ)

detM(0)

)

=

∞
∑

n=1

µn

n!

∂n ln detM(0)

∂µn

≡
∞
∑

n=1

Rnµ
n. (10)

Taking only the first few terms of the expansion one
gets an approximate reweighting formula. The ad-
vantage of this approximation is that the coefficients
are derivatives of the fermion determinant at µ = 0,
which can be well approximated stochastically. How-
ever, due to the termination of the series and the errors
introduced by the stochastic evaluation of the coeffi-
cients we do not expect this method to work for as
large µ values as the full technique.

This expansion made it possible to determine the
phase diagram on Nt = 6, 8 and 10 lattices and per-
form a continuum extrapolation. Since at µ = 0 the
transition is a crossover, we studied two observables
which give different transition temperatures: the chi-
ral condensate and the strange quark number suscep-
tibility. Would the transition become stronger for in-
creasing µ the two transition temperatures should con-
verge towards each other. The result is shown in Fig-
ure 6. There is no evidence for the strengthening of
the transition. Note, however, that this is a leading
order calculation in µ, a full reweighting might pro-
duce a non-monotonic behavior which can result in a
critical point similarly to the Nt = 4 case [15, 16].

Besides the transition line, one can also determine
the equation of state for non-vanishing chemical po-
tential. Results using full reweighting on Nt = 4 lat-
tices can be found in Refs [18, 19]. Again, by using
Taylor expansion, one can go to larger lattices [20, 21].
In Ref. [22] our collaboration presented a continuum
extrapolated result for the equation of state using a
leading order expansion in µ. One can use various
setups for the chemical potential, our choice was to
set µu = µd = µL/3 and µs such that the total
strangeness is zero. The results are shown in Figure 7.

7 Conclusions

Lattice QCD has reached an era where continuum
extrapolated, precision calculation of thermodynam-
ics observables is possible. We presented results for
the order of the transition, the transition tempera-
ture and the equation of state for µ = 0 and for the
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Figure 7. Left: The finite µ contribution to the pressure for various light chemical potentials. The HRG results are
shown for comparison at low temperature. Right: the energy density for two chemical potentials. The HRG results are

shown by the continuous lines.

phase diagram and the equation of state at µ > 0.
Once the continuum extrapolation has been carried
out, the results are not allowed to depend on the used
discretization. Therefore, results of different collab-
oration should agree with each other. It has been
shown that after years of discrepancies, different col-
laborations now have a consensus on the transition
temperature and the equation of state.

References

[1] Y. Aoki, Z. Fodor, S. D. Katz and K. K. Szabo,
JHEP 0601, 089 (2006), [arXiv:0510084 [hep-
lat]].

[2] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz
and K. K. Szabo, Nature 443, 675 (2006),
[arXiv:0611014 [hep-lat]].

[3] Y. Aoki, Z. Fodor, S. D. Katz and K. K. Szabo,
Phys. Lett. B 643, 46 (2006), [arXiv:0609068
[hep-lat]].

[4] M. Cheng, N. H. Christ, S. Datta, J. van der
Heide, C. Jung, F. Karsch, O. Kaczmarek and
E. Laermann et al., Phys. Rev. D 74, 054507
(2006), [arXiv:0608013 [hep-lat]].

[5] Y. Aoki, S. Borsanyi, S. Durr, Z. Fodor,
S. D. Katz, S. Krieg and K. K. Szabo, JHEP
0906, 088 (2009), [arXiv:0903.4155 [hep-lat]].

[6] S. Borsanyi et al. [Wuppertal-Budapest
Collaboration], JHEP 1009, 073 (2010),
[arXiv:1005.3508 [hep-lat]].

[7] A. Bazavov, T. Bhattacharya, M. Cheng,
N. H. Christ, C. DeTar, S. Ejiri, S. Gottlieb and
R. Gupta et al., Phys. Rev. D 80, 014504 (2009),
[arXiv:0903.4379 [hep-lat]].

[8] A. Bazavov, T. Bhattacharya, M. Cheng, C. De-
Tar, H. T. Ding, S. Gottlieb, R. Gupta and
P. Hegde et al., Phys. Rev. D 85, 054503 (2012),
[arXiv:1111.1710 [hep-lat]].

[9] M. Cheng, N. H. Christ, S. Datta, J. van der
Heide, C. Jung, F. Karsch, O. Kaczmarek and
E. Laermann et al., Phys. Rev. D 77, 014511
(2008), [arXiv:0710.0354 [hep-lat]].

[10] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac,
S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo,
JHEP 1011, 077 (2010), [arXiv:1007.2580 [hep-
lat]].

[11] S. Borsanyi, Z. Fodor, C. Hoelbling, S. D. Katz,
S. Krieg and K. K. Szabo, Phys. Lett. B 730, 99
(2014), [arXiv:1309.5258 [hep-lat]].

[12] J. O. Andersen, L. E. Leganger, M. Strick-
land and N. Su, JHEP 1108, 053 (2011),
[arXiv:1103.2528 [hep-ph]].

[13] A. Bazavov et al. [HotQCD Collaboration], Phys.
Rev. D 90 9, 094503 (2014), [arXiv:1407.6387
[hep-lat]].

[14] Z. Fodor and S. D. Katz, Phys. Lett. B 534, 87
(2002), [arXiv:0104001 [hep-lat]].

[15] Z. Fodor and S. D. Katz, JHEP 0203, 014 (2002),
[arXiv:0106002 [hep-lat]].

[16] Z. Fodor and S. D. Katz, JHEP 0404, 050 (2004),
[arXiv:0402006 [hep-lat]].

[17] C. R. Allton, S. Ejiri, S. J. Hands, O. Kacz-
marek, F. Karsch, E. Laermann, C. Schmidt and
L. Scorzato, Phys. Rev. D 66, 074507 (2002),
[arXiv:0204010 [hep-lat]].

[18] Z. Fodor, S. D. Katz and K. K. Szabo, Phys. Lett.
B 568, 73 (2003), [arXiv:0208078 [hep-lat]].

[19] F. Csikor, G. I. Egri, Z. Fodor, S. D. Katz,
K. K. Szabo and A. I. Toth, JHEP 0405, 046
(2004) [hep-lat/0401016].

[20] C. R. Allton, S. Ejiri, S. J. Hands, O. Kaczmarek,
F. Karsch, E. Laermann and C. Schmidt, Phys.
Rev. D 68, 014507 (2003) [hep-lat/0305007].

[21] C. R. Allton, M. Doring, S. Ejiri, S. J. Hands,
O. Kaczmarek, F. Karsch, E. Laermann and
K. Redlich, Phys. Rev. D 71, 054508 (2005) [hep-
lat/0501030].

[22] S. Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz,
S. Krieg, C. Ratti and K. K. Szabo, JHEP 1208,
053 (2012) [arXiv:1204.6710 [hep-lat]].

12



18th Conference of Czech and Slovak Physicists, Olomouc, Czech Republic, September 16–19, 2014

Study of CP Violation and Physics Beyond the Standard Model at the Belle
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Abstract. Charge-parity (CP) violation is a firmly established feature of weak interactions of the
Standard Model. However, there are still many crucial open questions. E.g., the strength of CP
violation incorporated into the SM is insufficient to explain the observed cosmological matter
anti-mater asymmetry by many orders of magnitude. We present a short explanation of where the
Standard Model quark sector CP violation comes from and why it requires the existence of 3 quark
generations. We derive unitarity triangles and angles that are the actual CP violation parameters
that are usually measured. We go on to introduce the Belle experiment and some of the motivation
for the upgrade it’s currently undergoing — the lack of New Physics observation at the energy
frontier as well as several ‘anomalous’ measurements from Belle itself.

1 Introduction

Although symmetries are inseparable part of Nature,
much of the texture of this world is due to symmetry
breaking. The particular case we will be discussing,
CP violation, is the reason we live in a matter domi-
nated universe. Without it, the world would look quite
different today — there wouldn’t be much of anything
except radiation, as most of the matter and antimatter
would have annihilated shortly after the Big Bang.

An important fact that is well worth mentioning is
that the CP violation present in the Standard Model
is not sufficient to explain the amount of matter ob-
served in the universe - it can explain only about one
galactic mass. Therefore, a number of physicists are
looking for new sources of CP violation. However we
will discuss only the one that is firmly established
within the Standard Model — the quark sector CP
violation.

2 Charged Current

To get a handle on CP violation we can look at
the charged current structure. Considering only two
quark generations, the structure of the charged cur-
rent Lagrangian describing an up-type quark transi-
tion to a down-type quark and vice versa can be seen
in Equation 1 [1]. In the rightmost part, we have con-
solidated the two terms from the left hand side into a
single term using matrix notation. This approach is
quite useful, as examining the matrix’s properties can
give us valuable insight.

LCC ∝ ūγµ 1 − γ5

2
(Vudd+ Vuss)W

+
µ

+ c̄γµ 1 − γ5

2
(Vcdd+ Vcss)W

+
µ + c.c. =

= (ū c̄)γµ 1 − γ5

2

(

Vud Vus

Vcd Vcs

)(

d
s

)

W+
µ + c.c.

(1)
Let us start by counting the number of the, so

called, mixing matrix’s parameters. In general, there

are 4 complex parameters, which is equivalent to 8
real ones. However, the matrix has to be unitary —
this is a very reasonable assumption as it guarantees
probability conservation. The unitarity condition can
be expressed as V V † = I. For a 2 × 2 matrix, this
translates to 4 constraints.

Moreover, an arbitrary complex phase can be ab-
sorbed into each of the quark fields ū, c̄, d and s, as
we have freedom in defining them. However, an over-
all phase is unobservable, therefore we have only 3
additional constraints.

Combining all of the above, we see that the matrix
has just 8 − 4 − 3 = 1 parameter and we can choose
the relative phases freely. A standard choice is:

(

cos θC sin θC

− sin θC cos θC

)

(2)

and it is called ‘Cabibbo matrix’.
When exchanging quarks for anti-quarks in an ar-

bitrary interaction vertex, we have to look at a charge
conjugated (c.c.) part of the Lagrangian (with respect
to the part describing quarks). For example:

(d̄ s̄)γµ 1 − γ5

2

(

cos θC sin θC

− sin θC cos θC

)†(
u
c

)

W−
µ =

=(d̄ s̄)γµ 1 − γ5

2

(

cos θC − sin θC

sin θC cos θC

)∗(
u
c

)

W−
µ

(3)
The term that is relevant for, e.g., the u quark is:

(cos θC d̄+ sin θC s̄)γ
µ 1 − γ5

2
uW−

µ (4)

Comparing that to the non-charge conjugated ana-
logue:

ūγµ 1 − γ5

2
(cos θCd+ sin θCs)W

+
µ (5)

we see that the amplitudes for both vertices are ex-
actly the same — there is no CP violation. This is
because the complex conjugation of the mixing ma-
trix in Equation 3 is trivial as the matrix is real.
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3 Cabibbo-Kobayashi-Maskawa Matrix

Two Japanese physicists, Kobayashi and Maskawa, ar-
gued, that while no CP violation is possible within the
standard charged current with just two quark genera-
tions, it arises naturally with three generations [2].

Let us repeat the previous counting exercise with
the Cabibbo-Kobayashi-Maskawa (CKM) matrix:

VCKM =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 (6)

In this case, there are 9 complex parameters, or 18
real ones. The unitarity condition still holds, however
for a 3×3 matrix it is equivalent to 9 constraints. And
after repeating the same trick with absorbing phases
into the quark fields, we are left with 18 − 9 − 5 = 4
parameters.

We may now ask ourselves, whether we can again
take VCKM real. It follows from definitions, that a
real unitary matrix is actually an orthogonal matrix.
In this case a member of O(3). However, it is easy to
show that an O(3) matrix has only 3 free parameters
[3]. Therefore, we can conclude that VCKM invariably
has to be complex.

The complex conjugation of the mixing matrix
mentioned in the previous section is no longer triv-
ial — CP violation arises and Nature treats matter
and anti-matter differently!

4 Unitarity Triangle

The CP violation parameters that are actually usu-
ally measured are ‘unitarity triangle angles’. As was
already mentioned in the previous sections, the CKM
matrix is unitary and thus subject to certain con-
straints. Namely elements of a unitary matrix V sat-
isfy

(V †V )ij = (V V †)ij = δij . (7)

For a 3x3 unitary matrix such as the CKM matrix,
this translates into nine conditions. The six relations
with i 6= j define a triangle in the complex plane —
a sum of any three complex numbers that is equal to
zero does (although the triangle can be degenerate).
By convention the triangle defined by

VudV
∗

ub + VcdV
∗

cb + VtdV
∗

tb = 0 (8)

is used for the definition of three unitarity angles used
in B physics; see Figure 1. Such a choice has the ben-
efit that the angles are of equal order, hence they can
be measured independently with reasonable relative
errors.

5 Belle Experiment

The Belle experiment uses the KEKB asymmetric
e+e− collider. The energy asymmetry is essential for
the so-called time dependent measurements, which are
used to extract many CP violation parameters from
experimental data.

Im

Re

VcdV
∗

cb

VtdV
∗

tb

VudV
∗

ub
φ3

φ1
φ2

Figure 1. Unitarity triangle in the complex plane.

KEKB/Belle is currently undergoing an up-
grade. The resulting machine will be called Su-
perKEKB/Belle II. There are several facts and ideas
that motivated this upgrade. E.g., so far none of
the LHC experiments have observed any New Physics
(NP). There is a possibility that NP scale is higher
than ∼10 TeV; out of LHC’s reach.

However, B-factories such as Belle search for new
particles in a different way. The potential new par-
ticles would contribute to the studied processes via
loops in Feynman diagrams. Because they would be
virtual, they could be off the mass-shell and their pres-
ence could be observed even if the collider’s energy was
not sufficient to create the actual particles.

It should be noted, that the effect of NP in indi-
rect searches is expected to be tiny and has not been
observed so far. However, there have been several
‘anomalous’ measurements:

•Asymmetry ACP (B0 → K+π−) 6= ACP (B+ →
K+π0) (5.6σ discrepancy)

•Unexpectedly large D0 − D̄0 mixing (although SM
has large uncertainties)

•Branching ratio B(B → D(∗)τν)(∼5σ discrepancy )

It is clear, that many of these measurements would
benefit greatly from increased statistics, to either re-
veal them as statistical fluctuations, or as genuine
signs of NP.

This is where Belle II comes in. It will have 40×
higher luminosity than Belle [4] (which is, to this date,
the highest luminosity machine ever built). It’s com-
missioning is planned for 2015 and first physics runs
for 2016.

At the present time the Belle II collaboration has
560 members from 97 institutions spread across 23
countries. Among them are also 7 Czech members —
4 faculty and 3 students from the Charles University
in Prague. They are working mostly on the pixel de-
tector and tracking as well as on a few physics analyses
using the Belle data sample.
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Abstract. During summer 2014, the HADES collaboration had the opportunity to measure pion
collisions with different nuclei. These measurements were done with two objectives. The first being
the investigations of hadrons with strange quarks and their behaviour at normal nuclear density.
The analysis of this will concentrate specifically on φ meson and Λ baryon production. The focus
on properties of baryonic resonances in the region of N(1520) and N(1535) formed the second
objective. Special emphasis is put on beamline detectors which use different particle detection
techniques. In particular, the scintillator based Hodoscope and diamond based Start detector will
be discussed. Advantages and disadvantages of using diamond detectors will be mentioned as well
as their usage in future FAIR projects.

1 HADES experiment

The High Acceptance Di-Electron Spectrometer
(HADES), installed at SIS18 at the GSI
Helmholtzzentrum für Schwerionenforschung, aims to
study changes of hadron properties in nuclear matter
(both normal and high nuclear density) [1]. This
can be done thanks to the electromagnetic decay of
studied hadrons since the electrons created by this
decay do not interact via strong interaction with
nuclear matter and therefore, provide undisturbed
information. The layout of the HADES spectrometer
is shown in Figure 1.

Figure 1. HADES experiment cross-section during π−

beamtime.

2 START detector

In order to achieve the goals of the HADES pion beam
experiment [2], the Start detector must adhere to sev-
eral requirements. First of all the detector must be
thin in the sense of multiple scattering, i.e. keep
the thickness of detector as low as possible and con-
struct it using materials with low proton number Z.
Secondly, it must have a time resolution better than
100 ps and in addition, the rate capability should be
higher than 1 MHz. It should also provide position

resolution around 2 mm and must be operational in a
vacuum. All of these requirements are satisfied in the
design of the scCVD diamond detector.

The final technical solution of the Start detector
can be seen in Figure 2. The detector is made from 9
mono-crystalline diamonds of size 4.6 × 4.6 mm2 and
thickness 300µm. With the aim of achieving desir-
able position resolution, each diamond is divided into
4 channels by segmented metallization. Each of these
separate channels has its own readout electronic chain.
The first stage of this chain consists of preamplifiers
implemented directly on the PCB board (Printed Cir-
cuit Board) with diamond, as is seen in the schematic
diagrams in Figure 2. The signal is then led out-
side of the vacuum chamber and into the booster and
shaper. Lastly the signal passes through a NINO dis-
criminator board, which is connected to a TRB3 board
that provides time measurement (via TDC) and com-
munication with the Data Acquisition system of the
HADES [3].

3 Time resolution

To find the time resolution of START detector we
made two independent analysis.

3.1 Non-interacting pions

The first of the two methods made use of pions that
did not interact with the target and continued fly-
ing straight, uninfluenced by the magnetic field of the
HADES magnet. The Hodoscope was placed at a dis-
tance of 5.5 m from the Start detector to detect non-
interacting pions (the interaction probability is only
5%). The problem that must be addressed is that the
DAQ trigger was defined by the overlap coincidence
of the signal from the Start detector and that from
TOF or RPC. This condition only separates events in
which some pions from the beam interact with nuclei
in the target. Fortunately, there is a 2µs time win-
dow set around the trigger signal, when the signals
from detectors are also stored in output data files.
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Figure 2. Scheme and photo of the Start detector.

By subtracting measured time t0 at Start and time
t1 at the Hodoscope for each pion the distribution that
is shown in Figure 3 is obtained. It is clear that from
the σ of this gauss-like distribution, only the combined
resolution of the detectors (σ2 = σ2

Start + σ2
Hodo) can

be deduced. Since neither σStart nor σHodo is known
separately, the assumption σStart = σHodo = σ√

2
. Af-

ter the cut on the middle of the scintillator rods of ho-
doscope and so called time-walk correction for START
detector we get a result σStart = 170 ps.
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Figure 3. Distribution of time of flight for pions from
the Start detector to the Hodoscope.

3.2 Produced dielectrons

This section will provide details of the second method
that was implemented in order to obtain the pure
Start time resolution. This method is based on the
measurement of the time of flight of electron-positron
pairs (te− resp. te+) by one of the TOF or RPC detec-
tors and the Start detector (t0 of the pion that inter-
acted with the target). Identification of both leptons
is done by the RICH detector. The goal lies in finding
the total time resolution σStart+ToF from the distribu-
tion of te± and also the time resolution of TOF/RPC
detector1 from the distribution of te+ − te− . It should
be noted that from this distribution σ =

√
2 · σToF is

obtained since two particles are detected. It is then
simple to get the pure time resolution of the Start

detector from σStart =
√

σ2
Start+ToF − σ2

ToF. In all fol-
lowing pictures the symbol blue cross for TOF data
and red plus for RPC data are used. The distribution

1Because te± = t± − t0 (where t± is the measured time by
the TOF/RPC detector of the positron/electron), te+ − te− =
t+ − t− and it can be seen that this difference is not influenced
by the measurement of the Start detector.

of σToF (time resolution) of the TOF/RPC detector
depending on the Start channel number through which
the pion that interacted with the target flew and (giv-
ing the electron/positron pair) is shown in Figure 4.
As can be seen the distribution is independent of the
Start channel number as can be expected. The final
time resolution for each START channel one can see
in Figure 5 where the time-walk correction was ap-
plied and ToF time resolution subtracted. From this
picture one can also see that both methods are giving
comparable results.
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Figure 4. Time resolution of the TOF/RPC detector.
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Figure 5. Time resolution of the Start detector.
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Abstract. The mixed spin-(1/2, 1) Ising model on two geometrically frustrated lattices with
"triangles-in-triangles" (TIT) structure is exactly solved using the generalized star-triangle
transformation, which establishes a rigorous mapping correspondence with the equivalent spin-1/2
Ising model on a triangular lattice. Finite-temperature phase diagrams reflect critical behaviour
including reentrant phase transitions with either two or three successive critical points for both TIT
lattices.

1 Introduction

Frustrated spin systems have received much atten-
tion since they may exhibit a variety of interesting
phenomena such as unusual ground states with a
non-zero residual entropy, enhanced magneto-caloric
effect, order-from-disorder effect or reentrant phase
transitions [1]. The first exactly solved model display-
ing reentrant phase transitions was a two-dimensional
Ising model on a centered square lattice with nearest-
and next-nearest-neighbour interactions [2]. In the
present paper, we will rigorously study a mixed spin-1

2
and spin-1 Ising model on two topologically different
but geometrically related TIT lattices with a uniax-
ial single-ion anisotropy, which also shows a reentrant
phenomenon.

2 Model and method

Let us introduce a mixed spin- 1
2 and spin-1 Ising

model on two geometrically related TIT lattices,
which are schematically depicted in Figure 1. As one

TIT2

TIT1

J
1J

S
k3

S
k2

S
k1

σ
k3

σ
k2

σ
k1 R

ef
σ
k1 σ

k2

σ
k3

Y-∆

Figure 1. The mixed spin-( 1
2
, 1) Ising model on two

TIT lattices along with a diagrammatic representation of
the star-triangle transformation used for an elementary
six-spin star cluster. Large black circles denote lattice
positions of the nodal Ising spins σ = 1

2
and small grey

ones lattice positions of the decorating Ising spins S = 1.

can see from this figure, both considered TIT lattices
can be derived from a simple triangular lattice by
placing an additional triangle of decorating sites ei-
ther into each up-pointing triangle (TIT1 lattice dis-
played in the upper part of Figure1) or into each tri-
angle (TIT2 lattice shown in the lower part of Fig-
ure1) of the underlying triangular lattice. Suppose
furthermore that the nodal sites of the original lat-
tice are occupied by the Ising spins σ = ±1/2, while
the decorating lattice sites are occupied by the Ising
spins S = ±1, 0. The total Hamiltonian of this mixed
spin-( 1

2 , 1) Ising model defined on both TIT lattices
can then be written as a sum over the Hamiltonians
of the six-spin clusters H =

∑γN
k=1 Hk, one of which

is schematically illustrated in the central part of Fig-
ure 1 (N denotes the total number of the nodal lattice
sites and γN labels the total number of the decorating
triangles, i.e. γ = 1 for the TIT1 lattice and γ = 2
for the TIT2 lattice). The cluster Hamiltonian Hk is
given as follows

Hk = −J
3
∑

i=1

Sk,iSk,i+1 (1)

− J1

3
∑

i=1

Sk,i

(

σk,i + σk,i+1

)

−D

3
∑

i=1

S2
k,i,

with the convention σk,4 ≡ σk,1 and Sk,4 ≡ Sk,1 for
the Ising spin variables σl = ± 1

2 and Si = ±1, 0 placed
at the nodal and decorating lattice sites, respectively.
The parameter J describes the pair interaction be-
tween the nearest-neighbour decorating spins, the pa-
rameter J1 stands for the pair interaction between
the nearest-neighbour nodal and decorating spins, re-
spectively, and the parameter D marks the single-ion
anisotropy acting on the decorating spins only.

A crucial step in finding the exact solution for
the mixed-spin (1/2,1) Ising model on both investi-
gated TIT lattices lies in the calculation of its par-
tition function, which can be found with the help of
the generalized star-triangle transformation [3] that
is schematically illustrated in the central part of Fig-
ure 1 (for more details on the calculation procedure see
Ref. [4]). With the use of this method one can obtain
an exact mapping relationship between the partition
function Z of the mixed spin-( 1

2 , 1) Ising model on
the TIT lattice and the partition function ZIM of the
corresponding spin- 1

2 Ising model on a simple triangu-
lar lattice with effective nearest-neighbour interaction
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Figure 2. Critical temperature of the mixed spin-( 1
2
, 1)

Ising model as a function of the interaction ratio J
J1

for

several values of the single-ion anisotropy D
J1

on: (a)
TIT1 lattice; (b) TIT2 lattice.

γJeff

Z(β, J, J1, D) = AγN ZIM(β, γJeff) (2)

involving the standard notation for the inverse tem-
perature β = 1/(kBT ). Note that the effective in-
teraction is twice as large for the TIT2 lattice than
for the TIT1 lattice. Using the established mapping
equivalence (2) between the partition functions, the
critical points of the mixed-spin Ising model on the
TIT lattices can be simply located by equating the ef-
fective nearest-neighbour coupling βγJeff with its crit-
ical value ln 3 (for more details see Ref. [4]).

3 Results

Now, let us proceed to a discussion of the most in-
teresting results obtained for the critical behaviour of
the mixed spin-( 1

2 , 1) Ising model on the two consid-
ered TIT lattices. The critical temperature does not
depend on a sign of the interaction constant J1 and
hence, the strength of this interaction |J1| will hence-
forth serve as the energy unit. First, let us mention
that the ground state of both investigated TIT lat-
tices constitute two spontaneously long-range ordered
phases OP1 and OP2, three disordered phases DP1,
DP2 and DP3 and one unusual phase ODP, which is
critical for the lattice TIT1 but is partially ordered

and partially disordered for the TIT2 lattice (the de-
tailed ground-state analysis and description of individ-
ual ground states is presented in Ref. [4]). Figure 2
displays the critical temperature of the mixed spin-
( 1

2 , 1) Ising model on both TIT lattices as a function
of the interaction ratio J

|J1| for several values of the

relative strength of the single-ion anisotropy D
|J1| . As

one can see, the most crucial difference in the criti-
cal behaviour of two considered TIT lattices can be
viewed in a greater resistance of the TIT2 lattice with
respect to the spin frustration. As a matter of fact,
the mixed spin-( 1

2 , 1) Ising model on the TIT2 lat-
tice becomes firmly disordered merely for the stronger
antiferromagnetic interaction between the decorating
spins J

J1
< −1 than the analogous model on the TIT1

lattice being disordered for any J
J1
< − 1

2 . Apart from
this difference, the critical lines of the mixed spin-
( 1

2 , 1) Ising model on the TIT2 lattice exhibit more
pronounced reentrant phase transitions with two con-
secutive critical points (compare for instance both de-
pendences for D

J1
= −1.2), whereas the same model

on the TIT1 lattice exhibits less pronounced reen-
trant phase transitions that might have however up
to three successive critical points (see the dependence
for D

J1
= −1.2).

4 Conclusion

The present article deals with the mixed spin-( 1
2 , 1)

Ising model on two geometrically frustrated TIT lat-
tices, which has been exactly solved with the use of
generalized star-triangle transformation establishing
a rigorous mapping equivalence with the correspond-
ing spin- 1

2 Ising model on a simple triangular lattice.
It has been shown that a mutual interplay between
the spin frustration and single-ion anisotropy is re-
sponsible for an emergence of reentrant phase transi-
tions with either two or three successive critical points,
which are more pronounced for the mixed-spin Ising
model on the TIT2 lattice than for the analogous
model on the TIT1 lattice.
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Abstract. Anisotropic flow in relativistic collisions of heavy-ions yields important information about
the state of the hot and dense matter created in the reactions. Study of triangular flow in Pb+Pb
interactions at LHC was performed within Monte Carlo HYDJET++ model. HYDJET++
combines both parametrized hydrodynamics for soft pT particle spectra and microscopic jet
quenching generator for hard pT spectra, giving a realistic prediction for vast number of hadron
species. The model also enables study of influence of final-state interactions on flow of created
hadrons. Triangular flow patterns of pions, kaons and protons were studied at different centralities.
Scaling of triangular flow with number of constituent quarks is discussed.

1 Introduction

Collective flow of particles can yield valuable informa-
tion about the hot and dense medium created in rel-
ativistic nucleus-nucleus collisions, known as quark-
gluon plasma (QGP). The initial anisotropy of the
overlap region and the subsequent expansion of the
fireball after the collision due to the pressure gradi-
ents inside give rise to momentum anisotropy of out-
coming particles. The azimuthal distribution of de-
tected particles with respect to reaction plane ΨR can
be expanded into a Fourier series

dN
dϕ

=
N

2π

[

1 + 2
∑

vn cos (n(ϕ− ΨR))
]

, (1)

with the Fourier coefficients describing high flow har-
monics

vn = 〈cos (n(ϕ− ΨR))〉 (2)

and bear the name of directed, elliptic and triangular
flow for v1, v2 and v3 respectively. Measuring the mag-
nitude of the flow coefficients can yield information
about the state of the medium produced immediately
after the initial scattering. Elliptic flow presented
the dominant contribution to anisotropic flow in semi-
peripheral and peripheral interactions. However with
energies such as at LHC, the higher coefficients grow
significantly and become dominant at small impact
parameters. Results from LHC suggest that in cen-
tral collisions the main part of the anisotropic flow
originates from the triangular flow [1].

A prominent feature of elliptic flow is the number-
of-constituent-quarks scaling (NCQ), first observed at
RHIC [2]. The elliptic flow for identified particles
scales as v2/nq(kET /nq). Such behaviour implies for-
mation of flow on partonic level, when the QGP is still
present, and favours coalescence formation scenario.
Preliminary results from STAR experiment suggest
that v3 scales as v3/n

3/2
q (kET /nq) [3].

2 HYDJET++

HYDJET++ [4] stands for HYDrodynamics with
JETs and is a Monte Carlo heavy-ion event genera-

tor. It is a superposition of hydrodynamical part and
jet part. These are treated independently. Among
the advantages of this model is the possibility to study
separately hydrodynamical behaviour and influence of
jet quenching, its efficiency, its ability to reproduce
realistic shapes of distributions and that it includes a
vast table of resonances.
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Figure 1. Triangular flow of charged particles in Pb+Pb
at

√
sNN = 2.76 TeV. Histograms are HYDJET++

calculations, squares are CMS data [6].

3 Triangular flow at LHC

Hereby we studied the influence of decays of the res-
onances on triangular flow at LHC energies. HYD-
JET++ was tuned to give realistic shapes of v2 and
v3 distributions [5]. In Figure 1 the v3-distributions
over transverse momentum pT for charged particles
(protons, pions and kaons) in Pb+Pb collisions at√
sNN = 2.76 TeV obtained with HYDJET++ (his-

togram) are compared with CMS data [6]. The model
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provides a particulary good description of data in soft
pT region. The overall shape of the distribution cor-
responds to the trend observed in experiment as ad-
vertised.
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Figure 2. Triangular flow distribution v3(pT ) for all
charged particles (full circles) and direct charged

particles (open circles) in Pb+Pb at
√
sNN = 2.76 TeV.

Figure 2 shows the triangular flow v3(pT ) of all
charged particles (full circles) and of only directly pro-
duced particles (open circles) in Pb+Pb at

√
sNN =

2.76 TeV in four centrality bins. The effect of reso-
nance decays is significant both in magnitude and in
position of the maximum of distributions. The max-
imum of the distribution is shifted to higher pT of
about 10% while the amplitude difference is about
40% in all centrality bins.

NCQ scaling of triangular flow at LHC was also
studied. We considered the v3 to scale as v3/n

3/2
q .

Results for protons, kaons and pions are shown in
Figure 3 (a, b) for all hadrons and directly produced
hadrons respectively. Plots (c, d) show the distribu-
tions (a, b) respectively divided by the corresponding
distribution for proton. Proton and pion distributions
seem to follow the scaling for low pT , however the kaon
distribution deviates by more than 50%. For directly
produced kaons the deviation from scaling is more sig-
nificant, while protons and pions are still well scaled.
The conclusion remains the same as for elliptic flow[7]:
NCQ scaling is violated at LHC, but resonance decays
drive the corresponding ratios v2/nq and v3/n

2/3
q to-

wards the scaling fulfilment. The role of jet quenching
in the violation of the NCQ scaling still needs to be
clarified.

4 Conclusion

We performed a study of the effect of resonance decays
on the triangular flow in Pb+Pb collisions within the
HYDJET++ framework. The model provides a fair
description of v3 with centrality. It was found that res-
onances influence significantly the shape of flow dis-
tributions: for v3 we observed in maximum a shift
of about 10% to higher pT and growth of about 40%

in amplitude. It is vital to further study the flow of
mother and daughter particles as well as influence of
jets to better understand the dynamics of the system.
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Figure 3. Number-of-constituent-quarks scaling for
triangular flow in Pb+Pb at

√
sNN = 2.76 TeV.

Distributions for all protons (circles), pions (triangles)
and kaons (stars) are shown in (a), for direct particles in

(b). The distributions of all particles divided by the
proton distribution are depicted in (c), (d) shows the

same for direct particles.
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Abstract. The hybrid model HYDJET++, which includes soft and hard physics, is employed for
the analysis of dihadron angular correlations measured in PbPb collisions at

√
sNN = 2.76 TeV.

The possible triangular shape fluctuation of the initial overlap density of the colliding nuclei was
implemented in HYDJET++ by the modulation of the final freeze-out hypersurface with the
appropriate triangular coefficient, which results in triangular flow v3. Along with elliptic flow v2, it
generates a specific structure of dihadron angular correlations on relative azimuthal angle in a
broad range of relative pseudoraidities (∆η∆ϕ). The comparison of model results with the LHC
data on long-range angular correlations is presented for different collisions centralities.

1 Introduction

The measurement of azimuthal anisotropy and angu-
lar correlations of particle is an important tool for
exploring properties of matter produced in nuclear-
nucleus collisions. The two-particle angular correla-
tion function, C(∆η,∆ϕ), in relative pseudorapidity
∆η = ηtr − ηa and azimuth ∆ϕ = ϕtr −ϕa is sensitive
to collective flow of particles as well as to any other
particle correlations in azimuthal angle and pseudo-
rapidity. In the collective flow dominated regime the
pair distribution can be presented as a Fourier decom-
position:

dNpairs

d∆ϕ
∝ 1 + 2

∞
∑

n=1

Vn(ptr
T , p

a
T ) cosn(∆ϕ), (1)

where indexes refer to two particles in a pair, usually
called "trigger" and "associated" ones. The study of
dihadron angular correlations in heavy ion collisions
has revealed the new phenomena in collision dynamics,
the so called ridge and double-hump structure [1–3],
which are currently associated with the existence of
triangular collective flow, v3 [4]. Triangular flow, as
well as higher flow harmonics, may arise due to initial
state fluctuations in a collision geometry. In heavy
ion collisions the long range (at large |∆η| > 2) fea-
tures of the angular dihadron correlations at low and
intermediate momenta pT in central and mid-central
collisions were shown to be described with the sum of
the Fourier harmonics v2−v6, found from independent
flow analysis methods [3].

In this work we present the description of di-
hadron correlation function C(∆η,∆ϕ) in PbPb at√
sNN = 2.76 TeV with HYDJET++ model, which in-

cludes only two independent collective flow harmonics,
v2 and v3. We study the appearance of higher order
harmonics Vn, n > 3, in correlation function and com-
pare it with the experimental data.

2 HYDJET++ model

The basic principals of HYDJET++ model are de-
scribed in a manual [5]. The model combines two com-
ponents which correspond to soft and hard physics.
The hard part of the model is based on PYTHIA [6]
and PYQUEN [7] generators, which simulate parton-
parton collisions, parton energy loss and hadronisa-
tion. The soft part of the model do not have hadroni-
sation and evolution from initial state, but represents
a thermal hadron production already at the freeze-
out hypersurface in accordance with hydrodynamical
calculations (adapted from FAST MC generator [8]).

The elliptic modulation of the final freeze-out hy-
persurface at each impact parameter b and a modu-
lation of flow velocity profile are implemented in HY-
DJET++, which result in elliptic flow v2. Additional
triangular modulation of freeze-out hypersurface:

R(ϕ, b) ∝
√

1 − ǫ(b)
√

1 + ǫ(b) cos 2(ϕ− Ψ2)
[1+ǫ3(b) cos 3(ϕ+Ψ3)],

(2)
produces triangular flow v3. The reaction planes Ψ2

and Ψ3 are uncorrelated, ǫ(b), ǫ3 and δ(b) are the pa-
rameters. v2 and v3 anisotropies are tuned to reason-
ably describe data at low pT . The interference be-
tween v2 and v3 in the final state leads to appearance
of higher order flow harmonics [9].

2.1 Results

The two-particle correlation function is defined as the
ratio of pair distribution in the same event to the com-
binatorial pair distribution, where pairs are not corre-
lated:

C(∆η,∆ϕ) ≡ d2Npair

d∆ηd∆ϕ
=
Nmixed

N same
× d2N same/d∆ηd∆ϕ
d2Nmixed/d∆ηd∆ϕ

,

(3)
where Nmixed, N same are the number of pairs in the
same and mixed events. Here we construct the back-
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✭❛✮ ✭❜✮ ✭❝✮

❋✐❣✉r❡ ✶✳ ✷❉ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ✐♥ ❍❨❉❏❊❚✰✰ ❢♦r
●❡❱✴❝ ❛♥❞ ❢♦r ✭❛✮ ❝❡♥tr❛❧

❝♦❧❧✐s✐♦♥s ✇✐t❤ ✐♠♣❛❝t ♣❛r❛♠❡t❡r ✱ ✭❜✮ ❝❡♥tr❛❧✐t②
✵✲✺✪ ✇✐t❤ ♦♥❧② ✱ ❛♥❞ ✭❝✮ ❝❡♥tr❛❧✐t② ✵✲✺✪ ✇✐t❤ ❜♦t❤

❛♥❞ ♣r❡s❡♥t✳

✇❤❡r❡ ✳ ❋♦✉r✐❡r ❤❛r♠♦♥✐❝s
❢r♦♠ ❊q✳ ✭✶✮ ❛r❡ ❞❡✜♥❡❞ ❞✐r❡❝t❧② ❢r♦♠ ✿

✭✺✮

❆♥❣✉❧❛r ❞✐❤❛❞r♦♥ ❝♦rr❡❧❛t✐♦♥s ❝♦♥t❛✐♥s ❛❧❧ ♣♦ss✐❜❧❡
t②♣❡s ♦❢ t✇♦ ♣❛rt✐❝❧❡ ❝♦rr❡❧❛t✐♦♥s✳ ❚❤❡ ♠♦st ♦❢ s♦✉r❝❡s
❢♦r t✇♦✲ ♦r ♠❛♥②✲♣❛rt✐❝❧❡ ❝♦rr❡❧❛t✐♦♥s ✐s ♣r❡s❡♥t❡❞ ✐♥
t❤❡ ♠♦❞❡❧✱ ✐✳❡ ❢❡♠t♦s❝♦♣✐❝ ❝♦rr❡❧❛t✐♦♥s✱ r❡s♦♥❛♥❝❡ ❞❡✲
❝❛②s✱ ❥❡ts✱ ❝♦❧❧❡❝t✐✈❡ ✢♦✇✳ ❚❤❡ ❧♦♥❣ r❛♥❣❡ ❝♦rr❡❧❛t✐♦♥s
♦✈❡r ❛♣♣❡❛r ✐♥ t❤❡ ♠♦❞❡❧ ♦♥❧② ❞✉❡ t♦ ❝♦❧❧❡❝t✐✈❡ ✢♦✇✳
❚❤❡ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ❝❛❧❝✉❧❛t❡❞ ✐♥ ❍❨✲
❉❏❊❚✰✰ ✐♥ P❜P❜ ❝♦❧❧✐s✐♦♥ ❛t ❚❡❱ ❢♦r

●❡❱✴❝ ❛♥❞ ✐s ♣r❡s❡♥t❡❞ ✐♥
❋✐❣✳✶ ❢♦r t❤❡ ❝❛s❡s ♦❢ ✭❛✮ ♥♦ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ✭③❡r♦ ✐♠♣❛❝t
♣❛r❛♠❡t❡r✮✱ ✭❜✮ ♦♥❧② ❡❧❧✐♣t✐❝ ✢♦✇ ✐s t✉r♥❡❞ ♦♥ ❛♥❞
✭❝✮ ❜♦t❤ ❡❧❧✐♣t✐❝ ❛♥❞ tr✐❛♥❣✉❧❛r ✢♦✇ ❛r❡ ♣r❡s❡♥t✳ ❚❤❡
❥❡t ♣❡❛❦ ✐s ❤✐❣❤❧② s✉♣♣r❡ss❡❞ ❛t ❛✇❛②✲s✐❞❡ ✭ ✮
❞✉❡ t♦ ❥❡t q✉❡♥❝❤✐♥❣✱ t❤♦✉❣❤ r❡♠♥❛♥ts ♦❢ ✐t ❝❛♥ ❜❡
s❡❡♥ ♦✈❡r ❜r♦❛❞ r❛♥❣❡ ❛t ❛✇❛②✲s✐❞❡✳ ❋✐❣✳✶ ✭❛✮
s❤♦✇s t❤❛t ♥♦ ❧♦♥❣✲r❛♥❣❡ ❛③✐♠✉t❤❛❧ ❝♦rr❡❧❛t✐♦♥s ❛r❡
♣r❡s❡♥t ❛t t❤❡ ♥❡❛r✲s✐❞❡ ❛♥❞ t❤❡② ❛♣♣❡❛r ✐♥ ♣r❡s❡♥❝❡ ♦❢
❡❧❧✐♣t✐❝ ✢♦✇ ✇✐t❤ t❤❡ ❝❤❛r❛❝t❡r✐st✐❝ ♣❛tt❡r♥✱
❋✐❣✳✶ ✭❜✮✳ ❚❤❡② ❛r❡ ✢❛t ✐♥ r❡❧❛t✐✈❡ ♣s❡✉❞♦r❛♣✐❞✐t② ✉♣
t♦ ✱ ✇❤✐❝❤ ❝♦rr❡s♣♦♥❞s t♦ ✢❛t ♣s❡✉❞♦r❛♣✐❞✐t②
s❤❛♣❡ ♦❢ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ✐♥ t❤❡ ♠♦❞❡❧✳ ❚❤❡ tr✐❛♥❣✉❧❛r
✢♦✇ ❡♥❤❛♥❝❡s t❤❡s❡ ♥❡❛r✲s✐❞❡ ❝♦rr❡❧❛t✐♦♥s✱ ♦❢t❡♥ r❡✲
❢❡rr❡❞ ❛s r✐❞❣❡✱ ❛♥❞ ❛❧s♦ ♠♦❞✐✜❡s ❛✇❛②✲s✐❞❡ str✉❝t✉r❡✱
♣r♦❞✉❝✐♥❣ ❞♦✉❜❧❡✲❤✉♠♣ ✭s❡❡ ❋✐❣✳ ✶ ✭❝✮✮✳

❚❤❡ ✶❉ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ✇❛s ❝❛❧❝✉❧❛t❡❞
❢♦r ❧♦♥❣✲r❛♥❣❡ ❛③✐♠✉t❤❛❧ ❝♦rr❡❧❛t✐♦♥s ❢♦r
●❡❱✴❝✱ ●❡❱✴❝ ❢♦r ❞✐✛❡r❡♥t ❝❡♥tr❛❧✐✲
t✐❡s✳ ❋✐❣✳ ✷ s❤♦✇s t❤❡ ❋♦✉r✐❡r ❝♦❡✣❝✐❡♥ts ✱ ❝❛❧❝✉✲
❧❛t❡❞ ❢r♦♠ ✐♥ ❝♦♠♣❛r✐s♦♥ ✇✐t❤ ❈▼❙ ❞❛t❛ ❬✶✵❪✳
❆t ❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s ❛❧❧ t❤❡ ❝♦❡✣❝✐❡♥ts ❛r❡ ❧♦✇❡r
t❤❛♥ ✐♥ ❞❛t❛✳ ❆t ♠✐❞✲❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥ ❞❡s❝r✐❜❡
❞❛t❛ r❛t❤❡r ✇❡❧❧✳ ❆t ♣❡r✐♣❤❡r❛❧ ❝♦❧❧✐s✐♦♥s ✐♥ t❤❡
♠♦❞❡❧ ✐s ♠✉❝❤ ❤✐❣❤❡r t❤❛♥ ✐♥ ❞❛t❛✱ ✇❤✐❝❤ ❝♦rr❡s♣♦♥❞s
t♦ t❤❡ ❢❛❝t t❤❛t t❤❡ ♠♦❞❡❧ ❞♦❡s ♥♦t ❞❡s❝r✐❜❡ ❞❛t❛
✇❡❧❧ ♦♥ s✐♥❣❧❡✲♣❛rt✐❝❧❡ ✐♥ t❤❡ r❡❣✐♦♥
●❡❱✴❝ ❬✾❪✳ ❲❡ ♥♦t❡✱ t❤❛t t❤❡r❡ ✐s ♥♦ ✐♥ t❤❡ ♠♦❞❡❧✳
◆❡✈❡rt❤❡❧❡ss✱ t❤❡ ❝♦♠♣♦♥❡♥t ❛♣♣❡❛rs ❞✉❡ t♦ ♠♦✲
♠❡♥t✉♠ ❝♦♥s❡r✈❛t✐♦♥ ✈✐♦❧❛t✐♦♥✳ ❆s ❝❛♥ ❜❡ s❡❡♥ ❢r♦♠
❋✐❣✳✷✱ ❤✐❣❤❡r ♦r❞❡r ❝♦❡✣❝✐❡♥ts ✱ ❛♣♣❡❛r ✐♥ t❤❡
♠♦❞❡❧ ✐♥ ❞❡❝♦♠♣♦s✐t✐♦♥✱ t❤♦✉❣❤ t❤❡② ❞❡❝r❡❛s❡
r❛♣✐❞❧② ✇✐t❤ ✳ ❚❤❡s❡ ❝♦❡✣❝✐❡♥ts ❛t ❧♦✇ ❝❛♥ ♦♥❧②
♦r✐❣✐♥❛t❡ ❢r♦♠ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❛♥❞ ✳

❋✐❣✉r❡ ✷✳ ❋♦✉r✐❡r ❝♦❡✣❝✐❡♥ts ❢♦r
●❡❱✴❝ ❛♥❞ ❢♦r ❞✐✛❡r❡♥t ❝❡♥tr❛❧✐t✐❡s ✐♥

❍❨❉❏❊❚✰✰ ❛♥❞ ✐♥ ❞❛t❛ ❬✶✵❪✳

✸ ❈♦♥❝❧✉s✐♦♥s

■♥ ❍❨❉❏❊❚✰✰ ♠♦❞❡❧ t❤❡ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❢♦r ♥♦♥✲
❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s ✐s ✐♥tr♦❞✉❝❡❞ ✈✐❛ ❡❧❧✐♣t✐❝ ❛♥❞ tr✐❛♥❣✉✲
❧❛r ♠♦❞✉❧❛t✐♦♥ ♦❢ t❤❡ ❢r❡❡③❡✲♦✉t ✈♦❧✉♠❡ ❛♥❞ r♦t❛t✐♦♥
♦❢ ✈❡❧♦❝✐t✐❡s ♦❢ ❡♠✐tt❡❞ ♣❛rt✐❝❧❡s✳ ❙✉❝❤ ❛ s✐♠♣❧❡ ♠❡❝❤✲
❛♥✐s♠ ❛❧❧♦✇s ✉s t♦ ❞❡s❝r✐❜❡ ❞✐❤❛❞r♦♥ ❝♦rr❡❧❛t✐♦♥s ❛t
♠✐❞✲❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s✱ ✇❤❡r❡ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❞♦♠✐♥❛t❡s
♦✈❡r ✢✉❝t✉❛t✐♦♥s✳

❚❤✐s ♣✉❜❧✐❝❛t✐♦♥ ✇❛s s✉♣♣♦rt❡❞ ❜② t❤❡ ❊✉r♦♣❡❛♥
s♦❝✐❛❧ ❢✉♥❞ ✇✐t❤✐♥ t❤❡ ❢r❛♠❡✇♦r❦ ♦❢ r❡❛❧✐③✐♥❣ t❤❡
♣r♦❥❡❝t ✒❙✉♣♣♦rt ♦❢ ✐♥t❡r✲s❡❝t♦r❛❧ ♠♦❜✐❧✐t② ❛♥❞ q✉❛❧✲
✐t② ❡♥❤❛♥❝❡♠❡♥t ♦❢ r❡s❡❛r❝❤ t❡❛♠s ❛t ❈③❡❝❤ ❚❡❝❤♥✐❝❛❧
❯♥✐✈❡rs✐t② ✐♥ Pr❛❣✉❡✏✱ ❈❩✳✶✳✵✼✴✷✳✸✳✵✵✴✸✵✳✵✵✸✹✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❆✳ ❆❞❛r❡ ❡t ❛❧✳ ❬P❍❊◆■❳ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱ P❤②s✳
❘❡✈✳ ❈ ✼✽✱ ✵✶✹✾✵✶ ✭✷✵✵✽✮

❬✷❪ ▼✳ ▼✳ ❆❣❣❛r✇❛❧ ❡t ❛❧✳ ❬❙❚❆❘ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱
P❤②s✳ ❘❡✈✳ ❈ ✽✷✱ ✵✷✹✾✶✷ ✭✷✵✶✵✮

❬✸❪ ❑✳ ❆❛♠♦❞t ❡t ❛❧✳ ❬❆▲■❈❊ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱ P❤②s✳
❘❡✈✳ ▲❡tt✳ ✶✵✼✱ ✵✸✷✸✵✶ ✭✷✵✶✶✮

❬✹❪ ❇✳ ❆❧✈❡r ❛♥❞ ●✳ ❘♦❧❛♥❞✱ P❤②s✳ ❘❡✈✳❈ ✽✶✱ ✵✺✹✾✵✺
✭✷✵✶✵✮ ❬❊rr❛t✉♠✲✐❜✐❞✳ ❈ ✽✷✱ ✵✸✾✾✵✸ ✭✷✵✶✵✮❪

❬✺❪ ■✳P✳ ▲♦❦❤t✐♥✱ ▲✳❱ ▼❛❧✐♥✐♥❛✱ ❙✳❱✳ P❡tr✉s❤❛♥❦♦✱
❆✳▼✳ ❙♥✐❣✐r❡✈✱ ■✳ ❆rs❡♥❡✱ ❑✳ ❚②✇♦♥✐✉❦✱ ❈♦♠♣✉t✳
P❤②s✳ ❈♦♠♠✉♥✳ ✶✽✵✱ ✼✼✾ ✭✷✵✵✾✮

❬✻❪ ❚✳ ❙❥♦str❛♥❞✱ ❙✳ ▼r❡♥♥❛✱ P✳ ❙❦❛♥❞s✱ ❏❍❊P ✵✻✵✺✱
✵✷✻ ✭✷✵✵✻✮

❬✼❪ ■✳P✳ ▲♦❦❤t✐♥✱ ❆✳▼✳ ❙♥✐❣✐r❡✈✱ ❊✉r✳ P❤②s✳ ❏✳ ❈ ✹✺✱
✷✶✶ ✭✷✵✵✻✮

❬✽❪ ◆✳❙✳ ❆♠❡❧✐♥ ❡t ❛❧✳✱ P❤②s✳ ❘❡✈✳ ❈ ✼✼✱ ✵✶✹✾✵✸
✭✷✵✵✽✮

❬✾❪ ▲✳ ❱✳ ❇r❛✈✐♥❛✱ ❇✳ ❍✳ ❇r✉s❤❡✐♠ ❏♦❤❛♥ss♦♥✱
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Figure 1. 2D correlation function in HYDJET++ for
2 < ptr

T < 4 GeV/c and 1 < pa
T < 2 for (a) central

collisions with impact parameter b = 0, (b) centrality
0-5% with only v2, and (c) centrality 0-5% with both v2

and v3 present.

ground from two single particle spectra:

d2Nmixed

d∆ηd∆ϕ
=
∫

d2N tr

dηtrdϕtr

d2Na

dηadϕa
δtr

a dη
adηtrdϕadϕtr,

(4)
where δtr

a = δ(ηtr − ηa)δ(ϕtr −ϕa). Fourier harmonics
Vn from Eq. (1) are defined directly from C(∆ϕ):

Vn = 〈cos(∆ϕ)〉 =
∑

i Ci(∆ϕi) · cos(n∆ϕi)
∑

i Ci(∆ϕi)
. (5)

Angular dihadron correlations contains all possible
types of two particle correlations. The most of sources
for two- or many-particle correlations is presented in
the model, i.e femtoscopic correlations, resonance de-
cays, jets, collective flow. The long range correlations
over η appear in the model only due to collective flow.
The correlation function C(∆η,∆ϕ) calculated in HY-
DJET++ in PbPb collision at

√
sNN = 2.76 TeV for

2 < ptr
T < 4 GeV/c and 1 < pa

T < 2 is presented in Fig-
ure 1 for the cases of (a) no collective flow (zero impact
parameter), (b) only elliptic flow v2 is turned on and
(c) both elliptic and triangular flow are present. The
jet peak is highly suppressed at away-side (∆ϕ ≈ π)
due to jet quenching, though remnants of it can be
seen over broad ∆η range at away-side. Figure 1 (a)
shows that no long-range azimuthal correlations are
present at the near-side and they appear in presence of
elliptic flow with the characteristic cos(2∆ϕ) pattern,
Figure 1 (b). They are flat in relative pseudorapidity
up to ∆η ≈ 4, which corresponds to flat pseudorapid-
ity shape of collective flow in the model. The triangu-
lar flow enhances these near-side correlations, often re-
ferred as ridge, and also modifies away-side structure,
producing double-hump (see Figure 1 (c)). The 1D
correlation function C(∆ϕ) was calculated for long-
range azimuthal correlations for 1 < pa

T < 1.5 GeV/c,
3 < ptr

T < 3.5 GeV/c for different centralities. Fig-
ure 2 shows the Fourier coefficients Vn, calculated from
C(∆ϕ) in comparison with CMS data [10]. At central
collisions all the coefficients Vn are lower than in data.
At mid-central collision Vn describe data rather well.
At peripheral collisions V2 in the model is much higher
than in data, which corresponds to the fact that the
model does not describe data well on single-particle
v2 in the region 3 < pT < 3.5 GeV/c [9]. We note,
that there is no v1 in the model. Nevertheless, the V1

component appears due to momentum conservation
violation. As can be seen from Figure 2, higher order
coefficients Vn, n > 3 appear in the model in C(∆ϕ)

✶✽t❤ ❈♦♥❢❡r❡♥❝❡ ♦❢ ❈③❡❝❤ ❛♥❞ ❙❧♦✈❛❦ P❤②s✐❝✐sts✱ ❖❧♦♠♦✉❝✱ ❈③❡❝❤ ❘❡♣✉❜❧✐❝✱ ❙❡♣t❡♠❜❡r ✶✻✕✶✾✱ ✷✵✶✹

✭❛✮ ✭❜✮ ✭❝✮

❋✐❣✉r❡ ✶✳ ✷❉ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ✐♥ ❍❨❉❏❊❚✰✰ ❢♦r
●❡❱✴❝ ❛♥❞ ❢♦r ✭❛✮ ❝❡♥tr❛❧

❝♦❧❧✐s✐♦♥s ✇✐t❤ ✐♠♣❛❝t ♣❛r❛♠❡t❡r ✱ ✭❜✮ ❝❡♥tr❛❧✐t②
✵✲✺✪ ✇✐t❤ ♦♥❧② ✱ ❛♥❞ ✭❝✮ ❝❡♥tr❛❧✐t② ✵✲✺✪ ✇✐t❤ ❜♦t❤

❛♥❞ ♣r❡s❡♥t✳

✇❤❡r❡ ✳ ❋♦✉r✐❡r ❤❛r♠♦♥✐❝s
❢r♦♠ ❊q✳ ✭✶✮ ❛r❡ ❞❡✜♥❡❞ ❞✐r❡❝t❧② ❢r♦♠ ✿

✭✺✮

❆♥❣✉❧❛r ❞✐❤❛❞r♦♥ ❝♦rr❡❧❛t✐♦♥s ❝♦♥t❛✐♥s ❛❧❧ ♣♦ss✐❜❧❡
t②♣❡s ♦❢ t✇♦ ♣❛rt✐❝❧❡ ❝♦rr❡❧❛t✐♦♥s✳ ❚❤❡ ♠♦st ♦❢ s♦✉r❝❡s
❢♦r t✇♦✲ ♦r ♠❛♥②✲♣❛rt✐❝❧❡ ❝♦rr❡❧❛t✐♦♥s ✐s ♣r❡s❡♥t❡❞ ✐♥
t❤❡ ♠♦❞❡❧✱ ✐✳❡ ❢❡♠t♦s❝♦♣✐❝ ❝♦rr❡❧❛t✐♦♥s✱ r❡s♦♥❛♥❝❡ ❞❡✲
❝❛②s✱ ❥❡ts✱ ❝♦❧❧❡❝t✐✈❡ ✢♦✇✳ ❚❤❡ ❧♦♥❣ r❛♥❣❡ ❝♦rr❡❧❛t✐♦♥s
♦✈❡r ❛♣♣❡❛r ✐♥ t❤❡ ♠♦❞❡❧ ♦♥❧② ❞✉❡ t♦ ❝♦❧❧❡❝t✐✈❡ ✢♦✇✳
❚❤❡ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ❝❛❧❝✉❧❛t❡❞ ✐♥ ❍❨✲
❉❏❊❚✰✰ ✐♥ P❜P❜ ❝♦❧❧✐s✐♦♥ ❛t ❚❡❱ ❢♦r

●❡❱✴❝ ❛♥❞ ✐s ♣r❡s❡♥t❡❞ ✐♥
❋✐❣✳✶ ❢♦r t❤❡ ❝❛s❡s ♦❢ ✭❛✮ ♥♦ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ✭③❡r♦ ✐♠♣❛❝t
♣❛r❛♠❡t❡r✮✱ ✭❜✮ ♦♥❧② ❡❧❧✐♣t✐❝ ✢♦✇ ✐s t✉r♥❡❞ ♦♥ ❛♥❞
✭❝✮ ❜♦t❤ ❡❧❧✐♣t✐❝ ❛♥❞ tr✐❛♥❣✉❧❛r ✢♦✇ ❛r❡ ♣r❡s❡♥t✳ ❚❤❡
❥❡t ♣❡❛❦ ✐s ❤✐❣❤❧② s✉♣♣r❡ss❡❞ ❛t ❛✇❛②✲s✐❞❡ ✭ ✮
❞✉❡ t♦ ❥❡t q✉❡♥❝❤✐♥❣✱ t❤♦✉❣❤ r❡♠♥❛♥ts ♦❢ ✐t ❝❛♥ ❜❡
s❡❡♥ ♦✈❡r ❜r♦❛❞ r❛♥❣❡ ❛t ❛✇❛②✲s✐❞❡✳ ❋✐❣✳✶ ✭❛✮
s❤♦✇s t❤❛t ♥♦ ❧♦♥❣✲r❛♥❣❡ ❛③✐♠✉t❤❛❧ ❝♦rr❡❧❛t✐♦♥s ❛r❡
♣r❡s❡♥t ❛t t❤❡ ♥❡❛r✲s✐❞❡ ❛♥❞ t❤❡② ❛♣♣❡❛r ✐♥ ♣r❡s❡♥❝❡ ♦❢
❡❧❧✐♣t✐❝ ✢♦✇ ✇✐t❤ t❤❡ ❝❤❛r❛❝t❡r✐st✐❝ ♣❛tt❡r♥✱
❋✐❣✳✶ ✭❜✮✳ ❚❤❡② ❛r❡ ✢❛t ✐♥ r❡❧❛t✐✈❡ ♣s❡✉❞♦r❛♣✐❞✐t② ✉♣
t♦ ✱ ✇❤✐❝❤ ❝♦rr❡s♣♦♥❞s t♦ ✢❛t ♣s❡✉❞♦r❛♣✐❞✐t②
s❤❛♣❡ ♦❢ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ✐♥ t❤❡ ♠♦❞❡❧✳ ❚❤❡ tr✐❛♥❣✉❧❛r
✢♦✇ ❡♥❤❛♥❝❡s t❤❡s❡ ♥❡❛r✲s✐❞❡ ❝♦rr❡❧❛t✐♦♥s✱ ♦❢t❡♥ r❡✲
❢❡rr❡❞ ❛s r✐❞❣❡✱ ❛♥❞ ❛❧s♦ ♠♦❞✐✜❡s ❛✇❛②✲s✐❞❡ str✉❝t✉r❡✱
♣r♦❞✉❝✐♥❣ ❞♦✉❜❧❡✲❤✉♠♣ ✭s❡❡ ❋✐❣✳ ✶ ✭❝✮✮✳

❚❤❡ ✶❉ ❝♦rr❡❧❛t✐♦♥ ❢✉♥❝t✐♦♥ ✇❛s ❝❛❧❝✉❧❛t❡❞
❢♦r ❧♦♥❣✲r❛♥❣❡ ❛③✐♠✉t❤❛❧ ❝♦rr❡❧❛t✐♦♥s ❢♦r
●❡❱✴❝✱ ●❡❱✴❝ ❢♦r ❞✐✛❡r❡♥t ❝❡♥tr❛❧✐✲
t✐❡s✳ ❋✐❣✳ ✷ s❤♦✇s t❤❡ ❋♦✉r✐❡r ❝♦❡✣❝✐❡♥ts ✱ ❝❛❧❝✉✲
❧❛t❡❞ ❢r♦♠ ✐♥ ❝♦♠♣❛r✐s♦♥ ✇✐t❤ ❈▼❙ ❞❛t❛ ❬✶✵❪✳
❆t ❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s ❛❧❧ t❤❡ ❝♦❡✣❝✐❡♥ts ❛r❡ ❧♦✇❡r
t❤❛♥ ✐♥ ❞❛t❛✳ ❆t ♠✐❞✲❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥ ❞❡s❝r✐❜❡
❞❛t❛ r❛t❤❡r ✇❡❧❧✳ ❆t ♣❡r✐♣❤❡r❛❧ ❝♦❧❧✐s✐♦♥s ✐♥ t❤❡
♠♦❞❡❧ ✐s ♠✉❝❤ ❤✐❣❤❡r t❤❛♥ ✐♥ ❞❛t❛✱ ✇❤✐❝❤ ❝♦rr❡s♣♦♥❞s
t♦ t❤❡ ❢❛❝t t❤❛t t❤❡ ♠♦❞❡❧ ❞♦❡s ♥♦t ❞❡s❝r✐❜❡ ❞❛t❛
✇❡❧❧ ♦♥ s✐♥❣❧❡✲♣❛rt✐❝❧❡ ✐♥ t❤❡ r❡❣✐♦♥
●❡❱✴❝ ❬✾❪✳ ❲❡ ♥♦t❡✱ t❤❛t t❤❡r❡ ✐s ♥♦ ✐♥ t❤❡ ♠♦❞❡❧✳
◆❡✈❡rt❤❡❧❡ss✱ t❤❡ ❝♦♠♣♦♥❡♥t ❛♣♣❡❛rs ❞✉❡ t♦ ♠♦✲
♠❡♥t✉♠ ❝♦♥s❡r✈❛t✐♦♥ ✈✐♦❧❛t✐♦♥✳ ❆s ❝❛♥ ❜❡ s❡❡♥ ❢r♦♠
❋✐❣✳✷✱ ❤✐❣❤❡r ♦r❞❡r ❝♦❡✣❝✐❡♥ts ✱ ❛♣♣❡❛r ✐♥ t❤❡
♠♦❞❡❧ ✐♥ ❞❡❝♦♠♣♦s✐t✐♦♥✱ t❤♦✉❣❤ t❤❡② ❞❡❝r❡❛s❡
r❛♣✐❞❧② ✇✐t❤ ✳ ❚❤❡s❡ ❝♦❡✣❝✐❡♥ts ❛t ❧♦✇ ❝❛♥ ♦♥❧②
♦r✐❣✐♥❛t❡ ❢r♦♠ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❛♥❞ ✳

1 2 3 4 5

0

0.001

0.002

0.003

nV

0-5% <1.5 GeV/c
a

t
1<p

<3.5 GeV/c
tr

t
3<p

1 2 3 4 5

0

0.005

0.01

0.015 10-15%

1 2 3 4 5

0

0.01

0.02

20-25%

1 2 3 4 5

0

0.01

0.02

0.03

30-35%

1 2 3 4 5

0

0.01

0.02

0.03

0.04

n

40-50%

1 2 3 4 5

0

0.02

0.04

CMS data

HYDJET++

50-60%

❋✐❣✉r❡ ✷✳ ❋♦✉r✐❡r ❝♦❡✣❝✐❡♥ts ❢♦r
●❡❱✴❝ ❛♥❞ ❢♦r ❞✐✛❡r❡♥t ❝❡♥tr❛❧✐t✐❡s ✐♥

❍❨❉❏❊❚✰✰ ❛♥❞ ✐♥ ❞❛t❛ ❬✶✵❪✳

✸ ❈♦♥❝❧✉s✐♦♥s

■♥ ❍❨❉❏❊❚✰✰ ♠♦❞❡❧ t❤❡ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❢♦r ♥♦♥✲
❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s ✐s ✐♥tr♦❞✉❝❡❞ ✈✐❛ ❡❧❧✐♣t✐❝ ❛♥❞ tr✐❛♥❣✉✲
❧❛r ♠♦❞✉❧❛t✐♦♥ ♦❢ t❤❡ ❢r❡❡③❡✲♦✉t ✈♦❧✉♠❡ ❛♥❞ r♦t❛t✐♦♥
♦❢ ✈❡❧♦❝✐t✐❡s ♦❢ ❡♠✐tt❡❞ ♣❛rt✐❝❧❡s✳ ❙✉❝❤ ❛ s✐♠♣❧❡ ♠❡❝❤✲
❛♥✐s♠ ❛❧❧♦✇s ✉s t♦ ❞❡s❝r✐❜❡ ❞✐❤❛❞r♦♥ ❝♦rr❡❧❛t✐♦♥s ❛t
♠✐❞✲❝❡♥tr❛❧ ❝♦❧❧✐s✐♦♥s✱ ✇❤❡r❡ ❝♦❧❧❡❝t✐✈❡ ✢♦✇ ❞♦♠✐♥❛t❡s
♦✈❡r ✢✉❝t✉❛t✐♦♥s✳

❚❤✐s ♣✉❜❧✐❝❛t✐♦♥ ✇❛s s✉♣♣♦rt❡❞ ❜② t❤❡ ❊✉r♦♣❡❛♥
s♦❝✐❛❧ ❢✉♥❞ ✇✐t❤✐♥ t❤❡ ❢r❛♠❡✇♦r❦ ♦❢ r❡❛❧✐③✐♥❣ t❤❡
♣r♦❥❡❝t ✒❙✉♣♣♦rt ♦❢ ✐♥t❡r✲s❡❝t♦r❛❧ ♠♦❜✐❧✐t② ❛♥❞ q✉❛❧✲
✐t② ❡♥❤❛♥❝❡♠❡♥t ♦❢ r❡s❡❛r❝❤ t❡❛♠s ❛t ❈③❡❝❤ ❚❡❝❤♥✐❝❛❧
❯♥✐✈❡rs✐t② ✐♥ Pr❛❣✉❡✏✱ ❈❩✳✶✳✵✼✴✷✳✸✳✵✵✴✸✵✳✵✵✸✹✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❆✳ ❆❞❛r❡ ❡t ❛❧✳ ❬P❍❊◆■❳ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱ P❤②s✳
❘❡✈✳ ❈ ✼✽✱ ✵✶✹✾✵✶ ✭✷✵✵✽✮

❬✷❪ ▼✳ ▼✳ ❆❣❣❛r✇❛❧ ❡t ❛❧✳ ❬❙❚❆❘ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱
P❤②s✳ ❘❡✈✳ ❈ ✽✷✱ ✵✷✹✾✶✷ ✭✷✵✶✵✮

❬✸❪ ❑✳ ❆❛♠♦❞t ❡t ❛❧✳ ❬❆▲■❈❊ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱ P❤②s✳
❘❡✈✳ ▲❡tt✳ ✶✵✼✱ ✵✸✷✸✵✶ ✭✷✵✶✶✮

❬✹❪ ❇✳ ❆❧✈❡r ❛♥❞ ●✳ ❘♦❧❛♥❞✱ P❤②s✳ ❘❡✈✳❈ ✽✶✱ ✵✺✹✾✵✺
✭✷✵✶✵✮ ❬❊rr❛t✉♠✲✐❜✐❞✳ ❈ ✽✷✱ ✵✸✾✾✵✸ ✭✷✵✶✵✮❪

❬✺❪ ■✳P✳ ▲♦❦❤t✐♥✱ ▲✳❱ ▼❛❧✐♥✐♥❛✱ ❙✳❱✳ P❡tr✉s❤❛♥❦♦✱
❆✳▼✳ ❙♥✐❣✐r❡✈✱ ■✳ ❆rs❡♥❡✱ ❑✳ ❚②✇♦♥✐✉❦✱ ❈♦♠♣✉t✳
P❤②s✳ ❈♦♠♠✉♥✳ ✶✽✵✱ ✼✼✾ ✭✷✵✵✾✮

❬✻❪ ❚✳ ❙❥♦str❛♥❞✱ ❙✳ ▼r❡♥♥❛✱ P✳ ❙❦❛♥❞s✱ ❏❍❊P ✵✻✵✺✱
✵✷✻ ✭✷✵✵✻✮

❬✼❪ ■✳P✳ ▲♦❦❤t✐♥✱ ❆✳▼✳ ❙♥✐❣✐r❡✈✱ ❊✉r✳ P❤②s✳ ❏✳ ❈ ✹✺✱
✷✶✶ ✭✷✵✵✻✮

❬✽❪ ◆✳❙✳ ❆♠❡❧✐♥ ❡t ❛❧✳✱ P❤②s✳ ❘❡✈✳ ❈ ✼✼✱ ✵✶✹✾✵✸
✭✷✵✵✽✮

❬✾❪ ▲✳ ❱✳ ❇r❛✈✐♥❛✱ ❇✳ ❍✳ ❇r✉s❤❡✐♠ ❏♦❤❛♥ss♦♥✱
●✳ ❑✳ ❊②②✉❜♦✈❛✱ ❱✳ ▲✳ ❑♦r♦t❦✐❦❤✱ ■✳ P✳ ▲♦❦❤t✐♥✱
▲✳ ❱✳ ▼❛❧✐♥✐♥❛✱ ❙✳ ❱✳ P❡tr✉s❤❛♥❦♦ ❛♥❞ ❆✳ ▼✳ ❙♥✐✲
❣✐r❡✈ ❡t ❛❧✳✱ ❊✉r✳ P❤②s✳ ❏✳ ❈ ✼✹✱ ✷✽✵✼ ✭✷✵✶✹✮

❬✶✵❪ ❙✳ ❈❤❛tr❝❤②❛♥ ❡t ❛❧✳ ❬❈▼❙ ❈♦❧❧❛❜♦r❛t✐♦♥❪✱ ❊✉r✳
P❤②s✳ ❏✳ ❈ ✼✷✱ ✷✵✶✷ ✭✷✵✶✷✮

✷

Figure 2. Fourier coefficients Vn for 3 < ptr
T < 3.5

GeV/c and 1 < pa
T < 1.5 for different centralities in

HYDJET++ and in data [10].

decomposition, though they decrease rapidly with n.
These coefficients at low pT can only originate from
collective flow v2 and v3.

3 Conclusions

In HYDJET++ model the collective flow for non-
central collisions is introduced via elliptic and triangu-
lar modulation of the freeze-out volume and rotation
of velocities of emitted particles. Such a simple mech-
anism allows us to describe dihadron correlations at
mid-central collisions, where collective flow dominates
over fluctuations.
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Abstract. We present a new algorithm for solving ideal relativistic hydrodynamics based on
Godunov method with exact solution of Riemann problem with an arbitrary equation of state.
Standard numerical tests are executed, such as sound wave propagation and shock tube problem.
Low numerical viscosity and high precision are attained with proper discretization.

1 Introduction

Quark gluon plasma is nowadays experimentally stud-
ied in ultrarelativistic heavy ion collisions. After the
nuclei collide the dense and hot matter soon thermal-
izes and expands. This expansion has been success-
fully described by relativistic hydrodynamics. Its hy-
drodynamic modeling requires sophisticated numeri-
cal methods, which can cope with complicated initial
conditions, possibly leading to shock waves. A class
of high-resolution shock-capturing methods particu-
larly suited to solve this problem are Godunov meth-
ods. We present a new numerical scheme for ideal
relativistic hydrodynamics using the exact solution of
Riemann problem for an arbitrary equation of state
(EoS).

2 Hydrodynamical modeling

Relativistic hydrodynamic equations have the follow-
ing form:

∂µn
µ = 0, (1)

∂µT
µν
(0) = 0,

where nµ is the flow of a conserved charge. In nu-
clear collision the relevant charge is baryon number,
thus nµ = nBu

µ, where uµ = γ(1, ~v) is the flow veloc-
ity, γ being the Lorentz factor. Our model covers the
nuclear collisions at highest energies, where the net
baryon density is practically zero. Therefore the first
equation loses its meaning and we are left with only
the second equation that expresses the conservation of
energy and momentum. The energy and momentum
tensor in ideal case, which we are considering, is:

Tµν
(0) = (ǫ+ p)uµuν − pgµν , (2)

where ǫ is energy density, p is pressure and gµν =
diag(1,−1,−1,−1) is the Minkowski metric. The sec-
ond equation can be rewritten in a different form, use-
ful for numerical implementation:

∂tU + ∂xF (U) = 0. (3)

where

U =
(

(ǫ+ p)γ2 − p, (ǫ+ p)γ2v1, (4)

(ǫ+ p)γ2v2, (ǫ+ p)γ2v3
)T
,

F i =
(

(ǫ+ p)γ2vi, (ǫ+ p)γ2viv1 + δi1p, (5)

(ǫ+ p)γ2viv2 + δi2p, (ǫ+ p)γ2viv3 + δi3p
)T
.

The presented equations are solved numerically in the
latter form using Godunov method. In this method we
consider a piecewise constant distribution of variables
inside the cells of a numerical grid. The interface of
two neighbouring cells presents a discontinuity, where
the Riemann problem is solved. Its solution allows
us to compute fluxes of conserved variables U at the
interface [1, 2]. Computing the fluxes on the left and
right boundary of the cell, we obtain the values of
variables U at the next time-step:

U t+∆t
i = U t

i +
∆x
∆t

(Fi+1/2 − Fi−1/2), (6)

where U t
i is the value of a variable in the ith cell at

time t and Fi−1/2(Fi+1/2) is the flux at its left (right)
boundary.

3 Numerical tests

The sound wave propagation test consists of simulat-
ing a sound wave in the numerical grid. We impose
the following initial conditions:

pinit(x) = p0 + δp sin
2πx
λ
, (7)

vinit(x) =
δp

cs(ǫ0 + p0)
sin

2πx
λ
,

with parameters p0 = 103 fm−4, δp = 10−1 fm−4.
Since the variation of pressure is sufficiently small
δp ≪ p0, we can consider the linearized analytic solu-
tion and compare this solution to the values obtained
by numerical computation to evaluate the precision of
our numerical scheme. The precision and its depen-
dance on the number of cells in the numerical grid is
studied with L1 norm evaluated after one time-step
over one wavelength [3]:

L(p(Ncell), ps) =
Ncell
∑

i=1

|p(xi;Ncell) − ps(xi)|
λ

Ncell
, (8)
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The dependance of L1 norm on the number of cells
is shown in Figure 1. The precision improves with
finer discretization, as expected, and is very good for
grids larger than Ncell & 500. We have also evaluated

Figure 1. Dependance of L1 norm on number of cells in
the numerical grid.

the numerical viscosity of the scheme ηnum, using L1
norm:

ηnum = − 3λ
8π2

cs(ǫ0 +p0) ln
[

1 − π

2λδp
L(p(Ncell), ps)

]

.

(9)
Since quark gluon plasma is expected to have very
low viscosity, the artificial dissipation of the numerical
scheme must be kept very low too. In Figure 2 we
present the dependance of numerical viscosity ηnum

on the number of cells in the grid. It decreases with
number of cells and its values are adequately small.

Figure 2. Dependance of numerical viscosity ηnum on
number of cells in the numerical grid.

We continue with the shock tube problem. It
consists of imposing special initial conditions with
a discontinuity in energy density between two con-
stant states. With ideal gas EoS, the energy den-
sity corresponds to temperature in the left(right) half:
TL = 400 MeV (TR = 200 MeV). The initial velocity is
zero over the whole grid. With time, the discontinuity
will disolve with a rarefaction wave propagating to the
left, to the region of higher energy density, and a shock
wave propagating to the right, where energy density
is lower. In Figure 3 we show the profile of energy
density in the grid after 100 time-steps. We see that

Figure 3. Profile of energy density ǫ in the numerical
grid after 100 time-steps (our scheme in blue, analytic

solution in black).

the numerical solution (blue) is comparable to the an-
alytic solution (black). The scheme is able to handle
the initial discontinuity, having only small problems
at the head and the tail of the rarefaction wave. The
profile of velocity after 100 time-steps, which we show
in Figure 4, replicates the analytic solution similarly
well.

Figure 4. Profile of velocity v in the numerical grid
after 100 time-steps (our scheme in blue, analytic

solution in black).

Thus, we saw that we have built a new tool
for ideal hydrodynamical modeling of quark gluon
plasma, a Godunov-type numerical scheme with ex-
act solution of Riemann problem for an arbitrary EoS.
We have tested the scheme in 1D and have obtained
promising results. The precision and numerical viscos-
ity, resulting from sound wave propagation test, are
satisfactory and will guide our choice of discretization
when applying the scheme to other problems. The re-
sults of shock tube problem show that the scheme is
able to handle discontinuities and large gradients in
energy density well.
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Abstract. Measurements of open heavy flavor production at the Relativistic Heavy Ion Collider
(RHIC) can play an important role in understanding the properties of hot and dense nuclear matter
created in ultrarelativistic heavy-ion collisions. Properties of this new state of matter, strongly
interacting Quark-Gluon Plasma (sQGP), have been a subject of extensive measurements at RHIC
in the past decade. Due to their large masses, charm and bottom quarks are produced mainly in
hard scatterings in the early stage of a collision and their number is virtually unaffected in later
stages of the medium evolution. Heavy flavor quarks therefore provide a unique means of exploring
the properties of the sQGP. In these proceedings we report recent STAR open heavy flavor results
at various center-of-mass energies in p+p, Au+Au and U+U collisions.

1 Introduction

Heavy-flavor (c and b) quarks are predominantly pro-
duced in the initial hard scatterings in heavy-ion colli-
sions at RHIC. Their interactions with the deconfined
medium are sensitive to the medium dynamics. Thus
heavy-flavor quarks are suggested as excellent probes
to study the properties of the quark-gluon plasma,
a hot and dense nuclear medium created at RHIC.
In these proceedings, we present recent open heavy-
flavor measurements by the STAR experiment in p+p,
Au+Au, and U+U collisions.

2 Charm production in p+p collisions

Precise measurements of heavy-flavor production cross
section in p+p collisions are essential to validate
perturbative QCD (pQCD) and provide a baseline
to interpret heavy-flavor measurements in heavy-ion
collisions for the study of the sQGP. Open charm
mesons can be fully reconstructed through hadronic
decay channels, D0 → K−π+ and D∗+ → D0π+ →
K−π+π+ (the charge conjugate is always implied if
not otherwise stated). After subtracting the com-
binatorial background contribution (estimated using
wrong charge-sign combinations or rotating the mo-
mentum direction of the decayed pions), the D0 and
D+ production cross sections can be extracted taking
into account D meson decay branching ratios, detector
acceptance, and efficiency [1]. The D meson cross sec-
tions are converted to the cc̄ production cross section
using the charm quark fragmentation ratios.

STAR has measured cc̄ production cross section
in p+p collisions with data taken in 2009 and 2012
at

√
s = 200 GeV. The first measurement was done

with minimum bias (MB) events as a function of pT

for 0.6 < pT < 6 GeV/c [1]. The later measurement,
using data taken in 2012, was done with both MB
events and "high tower" (HT) events triggered on en-
ergy deposition in a Barrel ElectroMagnetic Calorime-
ter (BEMC) tower above certain thresholds. The HT
results, after correcting for the trigger efficiency are
consistent with the MB results in the overlapping pT

region. This analysis extends the pT range down to 0
GeV/c due to the larger MB data sample size, and up

to 10 GeV/c, thanks to the inclusion of the HT data
sample. Both results are consistent with each other,
and in agreement with fixed order, next-to-leading log-
arithm (FONLL) pQCD calculations [2]. A similar
analysis has also been done using data taken in p+p
collisions at

√
s = 500 GeV, with both MB and HT

events. The cc̄ production cross section is measured as
a function of pT for 1 < pT < 20 GeV/c. The results
are consistent with the latest FONLL calculations [3],
as shown in Figure 1.

Figure 1. Preliminary cc̄ production cross section in
p+p collisions measured with the STAR experiment

(points) and pQCD calculations (shaded bands) [3] at√
s = 500 GeV.

3 D0 mesons in Au+Au collisions

Differences in the kinematic distributions of parti-
cles between heavy-ion collisions and p+p collisions
can be quantified by the nuclear modification factor,
RAA = 1

〈Nbin〉
NAA

Npp
, where NAA (Npp) is the invari-

ant yield in heavy-ion (p+p) collisions, and 〈Nbin〉
the number of binary nucleon collisions averaged over
the considered centrality interval. STAR has mea-
sured D0 meson invariant yields as a function of pT

for different centrality intervals in Au+Au collisions at√
sNN = 200 GeV, and in U+U collisions at

√
sNN =

193 GeV, where the average Bjorken energy density is
predicted to be about 20% higher than that of Au+Au
collisions in the same centrality interval [4].
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Figure 2. D0 RAA as a function of pT for Au+Au
collisions at

√
sNN = 200 GeV at mid-rapidity with

different model calculations [5].

The measured RAA in Au+Au collisions are shown
in Figure 2 [5]. In the 0-10% centrality interval we
observe a strong suppression at high pT and an en-
hancement at intermediate pT around 1.3 GeV/c. The
RAA in the 40-80% centrality interval is consistent
with unity. The suppression of D0 meson production
at large pT in Au+Au and U+U collisions follows a
global trend as a function of the number of participant
nucleons in the collisions [6]. Such a suppression is
consistent with that measured for π±. The measured
RAA of D0 mesons in the most central Au+Au colli-
sions are compared to various model calculations. We
find that model calculations including a substantial
amount of charm-medium interaction and hadroniza-
tion through both fragmentation and coalescence can
describe the data. The charm-medium interaction can
explain the suppression at large pT , while coalescence
could be important for the enhancement at pT around
1.3 GeV/c.

4 Non-photonic electrons

Non-photonic electron (NPE) measurements are a
complementary way to study open heavy flavor
hadrons through their semi-leptonic decays. Data re-
ported in these proceedings were collected in Au+Au
collisions at

√
sNN = 39, 62.4 and 200 GeV.

At
√
sNN = 200 GeV, NPE production in central

and mid-central collisions is suppressed compared to
FONLL, similar to D0. However, the suppression is
not observed at

√
sNN = 62.4 GeV. The measurement

of eliptic flow v2 at
√
sNN = 200 GeV is done us-

ing 2-particle (v2{2}) and 4-particle (v2{4}) correla-
tions [7]. Figure 3 shows the measured v2{2} of NPE
in Au+Au collisions. Finite v2{2} at low pT indicates
strong charm-medium interaction. At high pT (pT >
3 GeV/c) we observe increase of v2 which can arise
from non-flow effects such as jet-like correlations or
from path length dependence of heavy quark energy

Figure 3. NPE elliptic flow v2 in Au+Au collisions at√
sNN = 39, 62.4 and 200 GeV [7].

loss. The v2 result of NPE at
√
sNN = 39 and 62.4

GeV are consistent with no flow at pT < 1 GeV/c. The
results are compared with theoretical models. None of
them give satisfactory descriptions for both RAA and
v2 simultaneously.

5 Summary

In summary, STAR observed strong NPE and D0 sup-
pression at high pT in Au+Au collisions at

√
sNN =

200 GeV, but no NPE suppression is seen at
√
sNN

= 62.4 GeV at pT < 5.5 GeV/c compare with pQCD
calculations. Also, similar sizes of D0 nuclear modifi-
cation factors are seen in Au+Au and U+U collisions
[6]. D0 RAA at

√
sNN = 200 GeV can be described by

calculations that include strong charm-medium inter-
actions and coalescence hadronization. Large NPE v2

is observed at
√
sNN = 200 GeV. At lower energies,

v2 at pT < 1 GeV/c is consistent with zero.
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Abstract. A measurement of the top quark electric charge was carried out in the ATLAS
experiment at the Large Hadron Collider (LHC) using 2.05fb−1 of data at a centre-of-mass energy
of 7 TeV. In units of the elementary electric charge, the measured top quark charge is 0.64 ± 0.02
(stat.) ± 0.08 (syst.). This result strongly favours SM and excludes models with an exotic quark
with charge −4/3 instead of the top quark by more than 8σ.

1 Introduction

It is generally accepted that the particle discovered at
Fermilab in 1995 [1, 2] is the Standard Model (SM)
top quark. However, a few years after the discovery
a theoretical model appeared proposing an “exotic”
quark of charge –4/3 and mass ≈ 170 GeV/c2 as an
alternative to the SM top quark at this mass value [3].

A measurement of the top quark charge at LHC
with 2.05fb−1 of proton-proton collision data collected
by the ATLAS experiment at

√
s = 7 TeV is pre-

sented [4]. The top quark charge measurement is
based on reconstructing the charges of the top quark
decay products. The dominant decay channel of the
top quark, t → W+b (t̄ → W−b̄), has a W boson
and a b-quark in the final state. While the charge of
the W boson can be determined through its leptonic
decay, the b-quark charge is not directly measurable,
as the b-quark hadronisation process results in a jet
of hadronic particles (b-jet). It is possible however to
establish a correlation between the charge of the b-
quark and a weighted sum of the electric charges of
the particles belonging to the b-jet.

2 Top quark charge determination

In the SM, the top quark is expected to decay accord-
ing to

t(2/3) → b(−1/3) +W (+1), (1)

while the exotic quark (tX) with charge –4/3 is
assumed to decay according to

t
(−4/3)
X → b(−1/3) +W (−1), (2)

where the electric charges of the particles are indicated
in parentheses.

To determine the b-jet charge a weighting tech-
nique was employed in which the b-jet charge is de-
fined as a weighted sum of the b-jet track charges:

Qb−jet =

∑

i Qi|~j · ~pi|κ
∑

i |~j · ~pi|κ
, (3)

where Qi and ~pi are the charge and momentum of the
i-th track, ~j defines the b-jet axis direction, and κ is a
parameter which was set to be 0.5.

The reconstructed events are selected using cri-
teria designed to identify the lepton(electron or
muon) + jets final states, i.e. tt̄ events in which one

of the W bosons decays leptonically and the other
hadronically.

The variable that is used to distinguish between
the SM and exotic model scenarios is the combined
lepton–b-jet charge (hereafter referred to as the com-
bined charge) which is defined as

Qcomb = Qb−jet ·Qℓ, (4)

where Qb−jet is the charge of the b-jet calculated with
Equation (3) and Qℓ the charge of the lepton, the two
being associated via the ℓb-pairing described below.

The ℓb-pairing is based on the invariant mass dis-
tribution of the lepton and the b-jet, m(ℓ, b-jet). If
the assignment is correct, assuming an ideal invariant
mass resolution, m(ℓ, b-jet) should not exceed the top
quark mass provided that the decaying particle is the
SM top quark. Otherwise, if the lepton and b-jet are
not from the same decaying particle, there is no such
restriction. The ℓb-pairing requires events with two
b-tags and only the events with b-jets that satisfy the
conditions:

m(ℓ, b-jet1) < mcut and m(ℓ, b-jet2) > mcut

or

m(ℓ, b-jet2) < mcut and m(ℓ, b-jet1) > mcut (5)

are accepted. Here b-jet1 and b-jet2 denote the two b-
tagged jets ordered in descending order of transverse
momentum.

3 Results

The results for the combined charge are summarized
in Table 1. This table contains the mean combined
charge for the different channels. The combined
charge for the exotic model was obtained by inverting
the signal tt̄ and single-top-quark combined charges
while the non-top-quark background charge was not
changed. The inversion of the b-jet charge (or lep-
ton charge) in a lepton–b-jet pair, provided that the
lepton and b-jet come from a top quark decay, corre-
sponds to a change of the decaying quark charge from
2/3 to –4/3. The data agree with the SM top quark
hypothesis within the uncertainties.

A total systematic uncertainties for the reconstruc-
tion of the combined charge in the electron and muon
channels combined is 13.2%..
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Lepton 〈Qcomb〉

channel SM expected XM expected Data

e −0.075±0.006 0.073 ± 0.006 −0.079±0.008

µ −0.074±0.006 0.065 ± 0.006 −0.075±0.007

e + µ −0.075±0.004 0.069 ± 0.004 −0.077±0.005

Table 1. Reconstructed mean combined charge, 〈Qcomb〉,
for the data in the different lepton + jets channels

compared to those expected in the SM and the exotic
model (XM). The uncertainties include the statistical

uncertainties scaled to 2.05 fb−1 and the uncertainties in
the cross sections and integrated luminosity.

3.1 Statistical comparison of the SM and exotic
model

The compatibility of the data with the SM hypothesis
of the top quark charge of 2/3 – was evaluated using a
statistical model based on the Cousins–Highland ap-
proach [5]. The test statistic used for this purpose is
the mean value of the combined charge. Due to finite
detector resolution and finite sample size, the mean
value of the combined charge observed in the exper-
iment can be treated as one realization of a random
variable, Q̄, the distribution of which characterizes all
possible outcomes of the experiment. This variable
can be expressed as

Q̄ = (1 − rb − rt) ·Qs + rb ·Qb + rt ·Qt, (6)

where Qs, Qb and Qt are the combined charge mean
values for the signal, background and single-top-quark
processes, respectively, and rb (rt) is the fraction of
the background (single-top-quark) events in the to-
tal sample of the candidate events. In Figure 1 the

Figure 1. The expected distribution of the mean value
of the combined charge, Q̄, for the electron and muon

channels resulting from pseudo-experiments for the SM
(solid blue line) and the exotic (dashed red line)

hypothesis for an integrated luminosity of 2.05 fb−1. The
magenta vertical line represents the value measured in

the data.

distributions from the pseudo-experiments of the ob-
served mean combined charge (Q̄) are shown for both
hypotheses, the SM (solid blue line) and the exotic
model (dashed red line). The magenta line in this
plot corresponds to the experimentally observed value
Qobs. The figure shows the results for the combined
electron and muon channels.

The two hypotheses are compared by calculating
the p-value, the probability of obtaining a test statistic
at least as extreme as the one that was actually ob-
served provided that the null hypothesis is true. The
p-values for the SM scenario are high (the two-sided
p-value is more than 80%) while those for the exotic
hypothesis are very small (less than 10−7). Convert-
ing the p-value into the number of standard deviations
for the exotic-scenario mean combined charge distri-
bution, an exclusion at the level higher than 8σ is ob-
tained for the combination of the electron and muon
channels.

3.2 Electric charge of the top quark

The top quark charge can be directly inferred from
the background-subtracted Qcomb data distribution
using a Qcomb to b-jet charge calibration coefficient
obtained from Monte Carlo (MC). From the SM
value of the b-quark charge (Qb = −1/3) and the
mean reconstructed value of the combined charge
(〈Qcomb〉) for signal events, the b-jet charge calibra-
tion coefficient Cb = Qb/〈Qcomb〉 is found to be
4.23 ± 0.03 (stat.) ± 0.07 (syst.) when evaluated us-
ing the full tt̄ MC sample. The top quark charge then
can be calculated as

Qtop = 1 +Q
(data)
comb × Cb , (7)

where Q
(data)
comb is the reconstructed b-jet charge

obtained from the data after the subtraction of
the expected background. The mean value of
the top quark charge for lepton + jets channel is
0.64 ± 0.02 (stat.) ± 0.08 (syst.). This result is ob-
tained from the mean of the combined histogram of
Qcomb for the two channels. The quoted systematic
uncertainty includes uncertainties on the calibration
constant and all the uncertainties on the mean com-
bined charge as described below.

4 Conclusion

The top quark charge has been studied using 2.05 fb−1

of data accumulated by the ATLAS experiment at
a centre-of-mass energy of 7 TeV. The measured
top quark charge is 0.64 ± 0.02 (stat.) ± 0.08 (syst.).
This result strongly favours the SM and excludes mod-
els with an exotic quark with charge –4/3 instead of
the top quark by more than 8σ.
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Abstract. Providing a detection method for diagnostic of charged fusion products in tokamaks
presents a major challenge, while its absolute calibration with a sufficient accuracy and its
capability to withstand harsh fusion reactor environment will be required. A novel type of detector
that meets most of these requirements, based on an activation probe, was tested in JET and other
European facilities. This probe proved to be extremely robust due to its simple construction. It is
equipped with samples of well defined isotopic abundance. The materials of the samples are
selected with respect to the undergoing nuclear reactions during the exposition to the flux of fusion
products. The amounts of activated nuclei due to the reactions in these materials could be
measured via ultra-low-level gamma spectroscopy [1]. The feasibility of the proton spectrum
reconstruction from measured activities is examined in this contribution with the help of the
algorithm based on the Tikhonov regularisation constrained by minimum Fisher information. The
reliability of the method was previously illustrated using synthetic proton data [4]. The
reconstruction of the proton spectrum is difficult as it depends on several geometrical factors,
therefore a basic analysis of stability is introduced to support the encouraging results.

1 Activation probe

The activation probes were used in Textor, ASDEX-
U and JET tokamaks. The JET probe was equipped
with the highest number of samples sensitive to fusion
protons and neutrons. The activation samples (made
of pure metals, alloys or ceramic materials) were at-
tached to the holder and put inside the vacuum cham-
ber.

The activation probe is quite different to other di-
agnostics methods of fusion products. Due to its con-
struction, the probe is highly resistant to the fusion
reactor environment: mechanical shocks, high heat
loads, temperature and pressure cycling, etc. The nu-
clear reactions of the sample nuclei allow the deter-
mination of the primary particle type and energy. On
the other hand, this detector does not allow for imme-
diate data processing and the post-mortem analysis in
low-level spectrometric laboratories is expensive and
time consuming.

2 Unfolding of spectra

The unfolding of spectra is a typical inverse problem.
The process of activation by the fusion protons could
be expressed by the system of linear equations

Ai =
N
∑

j

RijSj + ξi, (1)

where Ai are measured activities, Sj is the discretized
proton energy spectrum, Rij is the response matrix
that reflects the cross-sections of reactions and the
geometry of the probe, i = 1, ...,M are the indices of
the samples and ξi the unavoidable errors of the mea-
suring process. The evaluation of the proton spectrum

from measured activities is an ill-posed problem and
the direct inversion of (1) is not possible.

The inverse problem must be regularised by suit-
able restrictions on the solution. One of the most suc-
cessful regularisation methods is the Minimum Fisher
Regularisation. This method transforms the solving
of the linear equation (1) into the search for the min-
imum of the following functional

ΛMF =
1
2
χ2 + αRIF . (2)

χ2 is the goodness-of-fit parameter, in this case

χ2 =
1
M

M
∑

i

(

Ai −
∑N

j RijSj

σi

)2

, (3)

where σi are data errorbars; αR is the regularisation
parameter and IF is the Fisher information measure
of the resulting spectrum defined by

IF =
∫

1
S(E)

(

dS(E)
dE

)2

. (4)

The minimisation of the functional (2) determines the
most suitable smooth solution of the problem.

3 Results

The hexagonal probe presented in Figure 1 was ex-
posed to the flux of fusion products inside the vac-
uum chamber of JET during pulses #72622 - #72635.
The D-3He fuel mixture was used. For the unfold-
ing, the data from 23 proton-induced channels (dif-
ferent in nuclear reaction and position of the sam-
ple) were used, including the stacked samples that

292929



Ficker O. et al.: Unfolding of energies of fusion products measured by the activation probe at JET

Figure 1. Activation probe used at JET, position of
samples on the holder.

improved the energy resolution. The activities were
analysed in three underground ultra-low-level gamma
ray laboratories.[1]

Only errorbars of the measurement of activity were
considered. The differences in the flux of fusion prod-
ucts on the different samples were partially compen-
sated, yet could affect the unfolding. The values of
given activity errorbars are not sufficient for the equa-
tion (2) and had to be aligned by additive or multi-
plicative constant to get realistic estimation.

Figure 2. Reconstructed proton spectrum (top) and
measured activation data compared to the retrofit of the

reconstruction (bottom).

In the reconstructed proton spectrum, the peaks
of both DD and D3He protons were identified at ener-
gies 3 MeV and 14.7 MeV, respectively. However, the
nature of the MFR introduces negative values to the
reconstructed spectrum (Figure 2).

To avoid this behaviour, the values of the retrofit
corresponding to the negative part of the recon-
structed spectrum may be added to the measured ac-
tivities to secure the non-negativity of the spectrum
in the next iteration of the MFR loop.

The result of this modification is in the Figure 3,
where the different attitudes to the error estimation
are compared. It is obvious that the restriction on
negative values has increased the presence of the addi-

tional peak that has no physical explanation. On the
other hand, the corrections of errorbars cause only
minor changes to the shape of the spectrum. The
method is also resistant to minor manipulations of the
response matrix.

Figure 3. Reconstructed spectrum with restriction on
negative values, comparison of different attitudes to the

modification of errorbars.

4 Summary

The spectrum of fusion protons produced in the toka-
mak reactor may be derived from the activation data.
Further tests and improvements of the response ma-
trix are necessary to establish the activation probe as
a useful detector.
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Abstract. We present recent STAR results on Υ production in p+p, d+Au, Au+Au collisions at√
sNN =200 GeV and U+U collisions at

√
sNN =193 GeV. These results are compared to

theoretical calculations and to results from other experiments.

1 Quarkonia in heavy-ion collisions

Quark-gluon plasma (QGP), a novel state of decon-
fined nuclear matter, can be created in high-energy
heavy-ion collisions. Properties of the QGP have been
studied by the STAR experiment at the Relativistic
Heavy Ion Collider (RHIC) in Brookhaven National
Laboratory.

Measurements of quarkonium production are an
important tool in the study of properties of the mat-
ter produced in heavy-ion collisions. Heavy quarkonia,
i.e. the bound states of heavy quarks and their anti-
quarks (cc̄ − charmonia and bb̄ − bottomonia), have
been predicted to dissociate inside the QGP due to
Debye color screening of quark and antiquark poten-
tial [2]. Since different quarkonium states have differ-
ent binding energies and the Debye screening length
depends on the temperature attained by the QGP
medium, each state is expected to break up at a differ-
ent medium temperature [3]. Therefore, the suppres-
sion pattern of various quarkonium states can serve
as an effective "thermometer" of the QGP. However,
there are also other effects which can influence quarko-
nium production, such as cold nuclear matter (CNM)
effects including shadowing/anti-shadowing of parton
distribution functions and final state nuclear absorp-
tion, and statistical coalescence of quark-antiquark
pairs in the QGP. Bottomonia are expected to be less
affected by these effects than charmonia and, there-
fore, are considered to be a cleaner probe of the QGP.

2 The STAR detector

The STAR detector [1] was designed to investigate the
strongly interacting matter by detecting and identify-
ing charged particles at mid-rapidity (|η| < 1) with full
azimuthal coverage. Its main subdetectors used for
particle identification are the Time Projection Cham-
ber (TPC), Time of Flight (TOF) detector, and Barrel
Electromagnetic Calorimeter (BEMC).

The TPC is the main tracking device of the STAR
detector and provides particle identification by mea-
suring ionization energy loss (dE/dx). The TOF mea-
sures the time of flight of particles and improves par-
ticle identification capabilities at low pT , while the
BEMC is used to measure energies of and identify high
pT electrons.

Figure 1. Invariant mass distributions of unlike-sign
(full circles) and like-sign (open circles) electron pairs at

mid-rapidity in p+p (a), d+Au (b), and Au+Au (c)
collisions at

√
sNN =200 GeV [4].

3 Data analysis and results

At STAR, Υ production has been measured via the
dielectron decay channel Υ → e+e− (B.R.∼ 2.4%) in
p+p, d+Au, Au+Au collisions at

√
sNN =200 GeV

and in U+U collisions at
√
sNN =193 GeV. Figure 1

shows the invariant mass distributions of e+e− pairs
in p+p (a) and d+Au (b) collisions in the rapidity
region |yee| < 0.5 and in Au+Au (c) collisions in the
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region |yee| < 1.0. Gray bands in Figure 1b and 1c
correspond to the Υ yield from the p+p data scaled
by the averaged number of binary collisions < Ncoll >
in d+Au and Au+Au data, respectively.

Modification of the quarkonium production in col-
lisions of nuclei A+B compared to p+p collisions
can be expressed by the nuclear modification factor
RAB given as a ratio of quarkonium yields in heavy-
ion collisions and yields in p+p collisions scaled by
< Ncoll >:

RAB(pT , y) =
1

< Ncoll >

d2NAB/dpT dy
d2Npp/dpT dy

. (1)

RAB >1 (RAB <1) corresponds to enhancement (sup-
pression) of the production.

For a correct interpretation of results from heavy-
ion collisions we must understand the CNM effects.
STAR has measured Υ(1S+2S+3S) production at√
sNN =200 GeV in d+Au collisions [4] where QGP

formation is not expected. The rapidity dependence of
the measured RdAu is shown in Figure 2. The results
are compared to PHENIX data and theoretical calcu-
lations which include shadowing and/or initial state
parton energy loss [5, 6]. The models are in agree-
ment with the data except in the y ∼ 0 region where
the considered CNM effects alone may not be enough
to explain the observed suppression.
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Figure 2. STAR RdAu of Υ meson [4] as a function of
rapidity compared to model calculations [5, 6].

Nuclear modification factors of Υ(1S+2S+3S) pro-
duction in d+Au, Au+Au, and U+U collisions are pre-
sented in Figure 3 as a function of centrality (repre-
sented by the number of participant nucleons Npart).

The STAR Au+Au and U+U results show a simi-
lar trend of the suppression increasing with centrality.
A significant suppression is observed in the most cen-
tral collisions and is consistent, within uncertainties,
with results obtained at LHC [7].

The RAA is also compared to model calculations by
Strickland and Bazow [8] incorporating thermal dis-
sociation of Υ in expanding partonic medium. The
STAR results favor a model version in which the heavy
quark potential is based on internal energy over the

free energy based one. However, it should be noted
that this model does not include CNM effects. The
strong binding scenario in a model proposed by Rapp
et al. [9], which includes CNM effects in addition, is
also consistent with STAR results.
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Figure 3. Υ RAA as a function of Npart at |y| < 1.
STAR results in U+U, d+Au, Au+Au collisions are

compared to CMS data [7] and model calculations [8, 9].

4 Summary

Υ production was studied in
√
sNN =200 GeV p+p,

d+Au, Au+Au and
√
sNN =193 GeV U+U collisions.

Suppression seen in Au+Au collisions indicates the
presence of deconfined nuclear matter in heavy-ion col-
lisions. To make stronger conclusions from Au+Au re-
sults further study of CNM effects is needed. This will
be provided in the future p+Au collisions at RHIC.
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Abstract. Soft-matter physics viewed as an emerging discipline of physics, is as yet devoid of its
own well established methods, as taken them mainly from condensed matter theory and statistical,
as well as computational, classical and quantum physics. There appears a number of hot problems
in this emerging area of (bio)physically motivated research that needs both computational-physics
and physical-computation methods to apply. In particular, the problems of utmost concern are: (1)
biomatter (dis)ordered aggregation; (2) formation of (nonlinear) viscoelastic assemblies; (3)
nanoscale-oriented and amphiphile-structure involving friction, and lubrication (hydro)dynamic
effects on functioning of natural surfaces-involving systems. In this concise address, a need of
dedicated computational methods for the latter problem will be put forward, and an expression of
deriving its range of detailed exploration will be specified through a computational challenge.

1 Introduction and problem statement

If two rubbing corrugated (bio)surfaces, opposed to
one another upon dynamic friction conditions, would
relax by active participation of a complex-fluid and
multi-component hydrodynamic interlayer [1], one
might address at least two legitimate questions: (a)
how would the viscoelastic and hydrodynamic inter-
layer structurally rearrange upon either normal or
slightly sheared lateral friction conditions? (b) which
are relevant levels of such a rearrangement in terms
of the natural scale characteristics’ conditions, such
as object sizes, magnitudes of the forces and values of
the energies?

Let us assume that the principal mesoscopic unit
in the friction-lubrication process in articulating joints
is a multilayered amphiphilic aggregate, one might
build an overall picture of its decisive role played by
the micelle [1] as a roller bearing, and, addressing the
nanoscale, an overall channeling superstructure, able
to transmit ions through its intra- and interspaces,
Figure 1. A reversed micelle is indicated to be a struc-
tural device responsible for the transmission [2]. It is
comprised of amphiphilic molecules each of which is
made up of one hydrophilic/polar head and two hy-
drophobic legs, Figure 1. The heads are always ex-
posed toward water pools, whereas the micellar core
is going to represent a channel for hydrogen ions, ex-
pressing their motions – a structural cooperative, in-
herently (nano)hydrodynamic effect [3, 4] of impor-
tance in facilitated lubrication of the cartilage [1, 2].

2 Passage between meso- and nanoscales

The limits of the above drawn scenario concern first
comprehensive experimental evidences confirming it
in full—the picture should be taken fairly hypothet-
ical as yet [1, 2]. Yet, at the micelles’ formation
mesoscopic level, the Avrami-Kolmogorov/A-K (albeit
dispersive) phase-change kinetic picture can first be

proposed. The near-surface amphiphiles, assembled
there as multilayer phases are to be transformed to
reversed micelles (Figure 1). The dispersive/fractal
kinetics take for granted that a tribomicellization ker-
nel K(t) would be, in the most sensitive case, depen-
dent inverse-powerly on time t, like K(t) ∼ t−ν (ν, a
tribomicellization characteristic exponent), which also
provides some Random Walk characteristics, coming
from an association between the viscosity-expressing
K(t) term, and its corresponding diffusional counter-
part [4], designated by 〈r2

H
+(t)〉 (average 〈. . .〉 taken

over a nano-channel subspace), which is the MSD of
the hydrogen (H +) ions [1, 5, 6]. Based on it, the
nanoscale effects due to H−bonds extensive after-
load breakages, and resulting creations of hydrody-
namic waves of H + ions [4], able to penetrate the
inter-micellar and/or intra-micellar cavities, manifest
readily; see [1], and analogous star-polymer (hydro-
dynamic) frictional effect [3]. Albeit, another relevant
question (Table 1) applies: what about other ions
that are also of system’s reach [2]? Could one rely
on changing the complex-fluid viscosity picture [4, 6]
based on either ions? If it is so indeed, to which degree
it is plausible to occur for H +?

2.1 Some mention on mesoscale formulation

The coupling between the mesoscale dynamical-
system dependent SAPL concentration variables [1, 2],
via the tribomicellization kernel K(t), is capable of re-
covering the dynamics’ average subtleties of the carti-
lage. It has been demonstrated that a certain promis-
ing merger between meso- and nanoscale, Table 1, has
been offered in terms of a spectral parameter h, obey-
ing a resulting structure–property cartilage’s mechan-
ical paradigm [1, 2].

One then may rephrase after Richard Feynman:
“There is plenty of room at the bottom”, which means
here: it is worth exploring and experimentally check-
ing out the nanoscale friction contribution even more
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Figure 1. Unified view of the reverse micelle (left), a
small colloidal aggregate comprised of lipidic molecules,

drawn as heads (polar residues) with two legs
(hydrophobic residues) [2]. A hydrogen ion H + [4] (right)

is virtually able to travel, as in a wire, an end-to-end
(red) distance D within the micellar milieu.

in-depth, rendering the overall problem as worthy ex-
perimental validation. Also, there can be another con-
ceptual link to be introduced. In short, it is due to
accepting a complete analogy between the dynamic
friction coefficient α, and the (non)directional H + dif-
fusion coefficient (denoted by D, and related via time
account with the MSD [1, 4]), Figure 1, which both
quantities appear to be fairly related to each other,
α ∼ D.

3 Computational challenges discussed
As to proceed one could examine, in terms of molec-
ular dynamics (MD) type simulation, the interact-
ing behavior in such complex hydrodynamic, explicit-
water containing, milieus [3–6], in a way compara-
tive to multiparticle-collision dynamics (MPC) in low
Re-number systems. An impressive realization with
star polymers [3], being to some extent reminiscent
of micelles’ interactions [1, 2], can be worth exploit-
ing. After performing MPC check-out, one may also
look more deeply into bulk vs. structured water be-
havior [5, 6], associated with the changes within the
examined interaction map, attempting then on entail-
ing them with appearances of the H + (Figure 1) hy-
drodynamic waves [4], undergoing the Grotthuss type
H + conduction and pH-milieu dependent quantum
mechanism to be transformed to the corresponding
Random Walk characteristics of the friction system in
nanoscale cavities/wires [1, 2, 5, 6].

Mesoscale Nanoscale

Micelles’
creation-annihilation

Hydrophilicity of
oppositely acting

surfaces

Buiding up a
biopolymer micellar

network

Constitution of the
dynamic ionic passages

within the net

Rearrangement of
amphiphilic micelles

into a set of ion
channnels

Enhanced, normal and
decelerated Random
Walk of hydrogen or

other ions

Micelles’ blowing-up in
favor of multilayers

restitution

Ion-action altered
viscosity as seen in

dynamic-friction terms

Table 1. Qualitative comparison of decisive factors
coming from meso- and nanoscale (hydro)dynamic

phenomena

.

3.1 Remarks on toward-nanoscale further steps

So-envisioned hybrid type, thus MPC technique,
working in vital cooperation with certain kind Brow-
nian dynamics (BD; memory-involving Langevin [1],
and assisted due to the A-K schedule, by a kinetic,
t−scale including (kinetic) MC technique, is proposed
to pave the way ahead. A highlight of such com-
puter experiment at the nanoscale would be to link
sensitively the Grotthuss type H + conduction mech-
anism [4, 6] with viable structural changes within
the micellar membraneous, interfacial assemblages [7],
and the H + wires within them [1, 5]. The lat-
ter are primarily transferable to poor or good ca-
pability of sustaining even severe friction conditions,
also the ones under hydrodynamic shear effect at the
nanoscale.

As a consequence of the above, a formal relation-
ship is to be disclosed as a simple example of the small-
scale structure–property relationship, experienced vir-
tually by an articular cartilage under normal or lat-
eral loads, in most effective (Debyean) material re-
laxation conditions [1]. Otherwise, one would expect
non-Debye departures from the low-dissipation type
of relaxation habit, showing up its response in such
hydrodynamically expressing systems.

4 General remark and perspective

The undisputable complexity of this soft-matter sys-
tem [7] considered here in brief, Table 1, can be
successfully coped with as a formidable problem dis-
solved into potent logic of hybrid computational mod-
els consisting of clear analytical and numerical at-
tempts first [1], but examined then in depth by sim-
ulation methods (MPC, MD, BD). Such statement is
positively verified if the methods [3] are applied to
thoroughly performed experiments [4–7].

The most attractive perspective on
(bio)tribological [1–3] studies, can rest on high-
standard level of professional discussions of the
main principal investigators: theorists, computer
simulators, and finally, experimenters [2, 7], working
upon resting on quite-in-parallel interrelation within
the complex task sketched, and toward its relevance
for human health care [8].
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Abstract. A question will be asked, and then partly answered, as to what degree Jan Czochralski, a
great Polish chemist, crystallographer and metallurgist, or even material (metal) scientist, and
applied physicist, should in terms of his research achievements belong to (physicochemical)
metallurgy or had to be recognized rather as a chemist, working with metals and their
“derivatives”; not mentioning that some part of his research would equally well be placed within
applied physics’ reach. The bare ground for answering the question addresses the fact that he did
his integrated research within physicochemical and even mechanochemical (as a specific important
subject) metallurgy of fairly complex as well as very practical systems that he was able to resolve
thoroughly by his investigations. Moreover, his personal turnovers, and the overall historical and
political context, influenced his impressive research accomplishments to a really great extent.

1 Commencing with an early, very fruitful
period of Czochralski’s activity

Jan Czochralski (1885–1953) was born in Kcynia close
to Bydgoszcz in Poland, approximately halfway be-
tween Warsaw and Berlin. His most recognized work
on single metallic crystals and their growth rates was
published in Zeitschrift für physikalische Chemie, re-
ceived for publication in August 1916, but not pub-
lished until two years later [1]. This article was an
example – not often seen these days – of being pre-
cise and specific in presenting research achievements.
In just three pages the researcher reported on his new
findings – that a new method of pulling metallic single
crystals had been discovered in terms of their growth
rates (and nucleation-ionic promoters), and that it
had been applied for testing crystal growth of three
metals: Sn, Pb, and Zn. This raised then great admi-
ration both in Poland and abroad [2].

As a consequence of this work, he is still recognized
as one of the founders of today’s crystal-growth tech-
nology and research, although originally his method
was rather elaborated for the three metals invoked
above. It should be realized that Jan Czochral-
ski invented the famous method during his stay and
work in Berlin for the AEG (Allgemeine Elektrizitats-
Gesellschaft) company, also using the AEG laboratory
facilities. He also benefitted from collaboration with
a German researcher W. von Mollendorff and devel-
oped much of his knowledge on the crystallography of
metals, as dealt with by means of X-ray diffraction,
during this time span of the first few years of the sec-
ond decade of twentieth century [3].

2 Keeping on performing research and
inventing

In order to increase his activity in metal science and
technology he moved from Berlin to Frankfurt on
Main, where he progressed with his work on metal-
lurgical methods to obtain new alloys, as well as on
metal based composites, leading to the production of

bearings (so called metal B), and on AI -based wires
and contacts in electrical circuits. He also became
interested in the ductility of materials, and mechani-
cal properties of polycrystals. Yet, with his German
coworkers, his main concern was on the principles
of the metallurgical processes, such as: the role of
defects, and specifically of dislocations, in efficiently
yielding (im)pure metals and alloys; stress-strain and
recrystallization characteristics; phase equilibria and
transitions associated with their manifestations, and
the likes. It is also to be noted that during his ac-
tivity in Frankfurt on Main for Metallbank und Met-
allgesellschaft he was able to propose in one of his
papers “Radiotechnics in Service of Metal Science” in
1925 a sort of radiomicroscope, thus some prototype
of modern scanning microscopes, serving for detection
of non-metallic inclusions in the surface of a metallic
sample [4]. (Notice that at present such tasks belong
to standard practical problems of surface science and
applied physics.)

Years of
(in)activity

Count of
published papers

1919 0
1933 – 34 0
1936 – 37 16 + 16

1939 0

Table 1. Publication scores of Jan Czochralski: best and
worst counts in the number of papers published

2.1 Apparently practical problem taken

It turned out that Czochralski was to a great extent
an individual, satisfying criteria of – no doubt- open-
mindedness quite far exceeding his specialised profes-
sionalism. Two instances may support this point of
view. There exists a paper printed in Poland (Sos-
nowiec) witnessing to a special deal his activity as a
geochemist. While a well-known chemistry professor
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Where / When vs.
What

Best accomplishment
in research

Professional position’s
characteristic

Important private
event

Berlin period 1905–1919
1918: CZ method of

pulling single crystals

Laboratory staff and
special-purpose

investigator

Marriage and family
creation with Margerita

Haase

Frankfurt on Main period
1920–1928

1925: radiomicro-scope
(surface forces apparatus)

Independent researcher;
secretary and president of

metallurgical society

Patenting metal B –
bearing’s material for

railways; presidency of the
society; benefitting from

own inventions

Warsaw period 1929–1945
1936–37: best score, see

Table 1

Institute’s director;
technical- university

professor

Creating a milieu of
high-level physical

metallurgy specialists;
helping people during the
war; mecenate for artists

Table 2. Key facts from Czochralski’s life and research

in the capital of Poland he was directly asked by the
local authorities of his birth town Kcynia to resolve a
“hot” problem of whether are there any underground
reservoirs of natural oil in Kcynia, and in its vicinity
(Pałuki), or is there something else staying behind it?
Researcher’s answer after thorough enough examina-
tion of the so stated problem was that there are no
underground oil resources on the spot, and the fluid
that wets constantly the nearby grounds originates
from some quite forgotten and long-existing storage
pools for fuel, tar, industrial lubricants and other,
mostly liquid, wastes, where the containers keeping
them stored, neither truly tight nor really free of cor-
rosional influence, have steadily polluted and concam-
inated all the nearby spots by creating over many their
activity years certain sewage areas of pretty high eco-
logical devastation.

2.2 Seemingly ecology oriented activity

In fact, there also remains available some informa-
tion that points to Czochralski’s broadly spread out
activity in the area of ecology. In particular, it be-
came anticipated because in a renowned McGraw-Hill
dictionary there appeared a notion that the so-called
Czochralski’s process was roughly equivalent to the
term ‘antropopression’, well known in ecology [1]. Al-
beit, until now, it has not been proved in sufficient
detail that he really coined that sound term.

3 Culmination of his research activity and
its unexpected freezing out

In the turn of the years 1928/1929 Czochralski quite
unexpectedly accepted the invitation of the Polish
State President I. Mościcki, himself quite an eminent
chemist, and as a consequence of it, he moved to War-
saw, where a Warsaw University of Technology profes-
sorship in chemistry had been presented to him with
its positive reception. Since it was likely that Jan
Czochralski had no matriculation exam passed, this

was only formally possible after the university pre-
sented to him the prestigious title of honorary doctor-
ate. In Warsaw he also refreshed effectively his inter-
est in X-ray diffraction methods as applied to metal
structure research. For his achievements while per-
forming research in Warsaw, see Table 1 and Table 2.

4 Summary

Czochralski contributed extraordinarily, especially be-
cause of inventing the so fruitful method of crystal-
lizing metals, turned in the 1950s by US researchers
to growing germanium, and slightly thereafter, silicon
crystals, to many aspects of, what we now call, applied
physics and modern chemical technology as well as of
materials science. To be specific, his theory of recrys-
tallization, though being particularly (and first) pro-
posed for Sn, still deserves great recognition. One may
have in mind his recrystallization three-dimensional
diagrams, wherein on the axes of the coordinate sys-
tem invented by Czochralski one can find: mechanical
characteristic displacement, average grain linear size,
and finally, system’s temperature [1–4].

In last word, it is to say that Czochralski’s politi-
cal attitude during World War II remained at as high
as possible level, as it was also the case of his scien-
tific practical accomplishments, Table 2. It has also
been verified by thorough research over archival ma-
terials that his attitude was always remained as the
most ethical and moral – other examples are just at
hand [5].
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Abstract. In granular system (collection of macroscopic particles) the dissipative nature of grains
means that any dynamical study requires energy injection, typically involving vibration or shear.
An important feature of this class of systems is that the driving and dissipation mechanisms can be
made to balance such that a steady state is achieved. Recent investigation of such non-equilibrium
steady states has shown that connections with equilibrium statistical mechanics may provide a
useful analogy. In our experiment we study system of 6 mm sized disc magnets moving on an air
layer. Uniform steady – state motion is excited by air, blown into air table. Magnetic moments of
the magnets in our experiment are oriented perpendicularly to the layer so that magnets repel each
other by dipolar magnetic interaction. By changing the velocity of the air current blown to the air
table we influenced effective temperature calculated through particle velocities. The movement of
particles was recorded with a webcam and we created scripts in Matlab to analyze videos and to
determine effective temperature, particle trajectories and velocity distribution.

1 Introduction

The formation of big arrays of ordered organic and
inorganic building blocks is one of the most excit-
ing fields in materials science and technology. The
study of self-organization of particles is important for
both fundamental research as in applications for ex-
ample in the fabrication of nano-structured particle
systems and in soft-matter physics which include col-
loids, liquid crystals, foams, granular materials and
even biological tissues. In granular system (collec-
tion of macroscopic particles) the dissipative nature
of grains means that any dynamical study requires en-
ergy injection, typically involving vibration or shear.
An important feature of this class of systems is that
the driving and dissipation mechanisms can be made
to balance such that a steady state is achieved. Recent
investigation of such non-equilibrium steady states has
shown that connections with equilibrium statistical
mechanics may provide a useful analogy. For example,
one sphere on a turbulent air flow has been shown to
exhibit equilibrium like dynamics with single effective
temperature that holds at all timescales [1]. The me-
chanically driven granular systems composed of stain-
less steel spheres interacting through hard core [2]
and Coulomb force [3] were developed for the study
of 2D melting. Our experimental system belongs to
the same class of the systems.

2 Experiment

We place 64 disc magnets (weight: 0.67 g, 6 mm in di-
ameter and 1 mm high, NdFeB, N45) on plexiglas pad
of an air table. Magnetic moments of the magnets are
oriented perpendicularly to the layer. Magnets repel
each other by dipolar magnetic interaction. Square
magnetic edge with side of 22.3 cm magnetically re-
pulses the discs. Magnets are moving freely on an air

layer. We can influence their velocities by changing
the flow rate of air blown to the air table (Figure 1).

Figure 1. View of an experimental setup a) webcam b)
air table with magnetic particles c) air blower.

We record the system with a webcam, with frame
rate 30 fps. We trace trajectories of each magnet (par-
ticle) by analyzing video with our own program for
particle tracking written in Matlab. This program
compares each frame of a video with a background
that is a screenshot of the system with erased parti-
cles. It load’s parts of video and makes binary images
of particles by computing differences between pixels
in a video frame and the background. That means
the image looks like a black rectangle with white ar-
eas, that are recognized as particles. Then the image
is processed by filters to get rid of falsely recognized
particles. The coordinates are then sorted and as-
signed to each particle. From these results we get two
kinds of information: The first one is a position of ev-
ery particle in the system. Using this information we
can draw Delaunay triangulation, Voronoi diagram,
trajectories of particles and pair correlation function.
The second kind of information is the distance that
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particle travels between two frames. We can use this
information to compute properties like velocity, mean
square displacement and Maxwellian distribution.

3 Statistical analysis

The temperature T is directly related to the kinetic
energy K by the well-known equipartition formula,
assigning an average kinetic energy kBT/2 per degree
of freedom. For two dimensional system we have

K = NkBT. (1)

N is a number of particles, kB is Boltzmann constant,
m is mass of one particle, and vi is the velocity of ith-
particle. We define effective temperature by equation:

τ =
2kB

m
T =

N
∑

i=1

v2
i

N
(2)

Figure 2. Fluctuations of temperature (y-axis) with
time (x-axis) during constant air flow. The green line

shows the mean value. Values of effective temperature τ
are in cm2s−2.

Figure 2. Dependence of reduced temperature with
time during continuous increasing of velocity of air

blowing.

We can influence effective temperature by changing
the intensity of air current blown to the air table. In
Figure 3 we can see the change of reduced temperature
during continuous increasing of velocity of air blowing.
The increase of reduced temperature with increasing
air velocity is in agreement with [4] however in their
work maximum was not observed.

Probability of particle having velocity v at given
temperature is given by Maxwell-Boltzmann distribu-
tion [5]. For 2D system it is:

f =
dN
N

· 1
dv

=
m

kBT
· e− mv2

2kBT · v (3)

In Figure 3, on the histograms of velocity distribution
we can see typical shift of the maximum to higher
velocities with rising temperature. Histograms repre-
sent experimental results and red line is a theoretical
curve computed using equation (3). Values of reduced
temperature τ are in units cm2s−2. Nice agreement
between experimental and theoretical values support
the usefulness of the concept of effective temperature
in our experimental system.

Figure 3. Maxwell-Boltzmann distribution.

4 Conclusion

In our experiment we study system of 6 mm sized disc
magnets moving on an air layer. Uniform steady –
state motion is excited by air, blown into air table.
Magnetic moments of the magnets in our experiment
are oriented perpendicularly to the layer so that mag-
nets repel each other by dipolar magnetic interaction.
By changing the velocity of the air current blown to
the air table we influenced effective temperature cal-
culated through particle velocities. The movement of
particles was recorded with a webcam and we created
scripts in Matlab to analyze videos and to determine
effective temperature, particle trajectories and veloc-
ity distribution. Air driven granular systems were
studied previously in several works[1, 4] with accent
on the problem when and why driven systems exhibit
equilibrium - like behavior. However neither air driven
system with magnetic dipolar interactions nor melting
behavior in air driven system were studied yet.
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Abstract. Recently we have formulated an effective Lagrangian desribing phenomenology of a
hypothetical SU(2)L+R triplet of vector resonances originating from strongly-interacting scenarios
of physics beyond the Standard model. We present the confrontation of the Lagrangian predictions
with the findings of the LHC detectors obtained in the LHC run-1.

1 Introduction

In the light of the up-to-date LHC findings the mod-
els of strongly interacting electroweak (EW) symme-
try breaking remain viable alternative for physics be-
yond the Standard model (SM). Composite degrees of
freedom accompanying such strong scenarios can be
effectively decribed by the formalism of the effective
Lagrangians.

Recently we have formulated such an effective La-
grangian (nicknamed “the top-BESS model”1) de-
scribing a hypothetical SU(2)L+R triplet of vector
resonances with specific direct couplings to the third
quark generation [1]. Here, we present the experimen-
tal limits imposed on the Lagrangian’s free parame-
ters by the electroweak precision data and confront
the top-BESS model predictions with the findings of
the LHC detectors obtained in the LHC run-1.

2 Theory facing experiment

2.1 The top-BESS model sketch

The top-BESS model is an SU(2)L × SU(2)R →
SU(2)L+R non-linear sigma model based effective
Lagrangian aspiring to describe phenomenology of
strongly broken electroweak symmetry. Beside the
SU(2)L × U(1)Y gauge bosons and the three gener-
ations of fermions the model is augmented with the
SU(2)L+R singlet scalar resonance standing for the
newly discovered 125-GeV higgs-like boson.

The SU(2)L+R triplet of hypothetical vector reso-
nances has been introduced in the model. The vec-
tor triplet has been brought in as gauge fields via
the hidden local symmetry approach [2]. Thus far we
have followed the BESS model formulated in 1980’s
by Casalbuoni et al [3]. Phenomenology of these reso-
nances is what stays in the center of our investigation.

In the top-BESS model the vector resonance cou-
ples directly to the third quark generation only.
The direct interactions are proportional to bL (left
fermions) and bR (right fermions). The free param-
eter p can disentangle the right bottom coupling from

1 It should be called “effective Lagrangian” rather than
“model”. It is to play a similar role with respect to some strong
fundamental theory beyond the SM as the Chiral Perturbative
Theory plays with respect to the QCD.

the right top coupling. While p = 1 leaves both in-
teractions equal, the p = 0 turns off the right bottom
quark interaction completely and maximally breaks
the SU(2)R part of the Lagrangian symmetry down
to U(1)R3. The symmetry of the Lagrangian admits
non-SM interaction of the fermions with the EW gauge
bosons that we include under the assumption that
they apply to the third quark generation only. These
interactions are proportional to the free parameters
λL and λR.

In the unitary (physical) gauge the new physics
part of the (t, b) Lagrangian assumes the form

LNP
(t,b) = ibLψ̄L( /V − /W )ψL

+ibRψ̄RP ( /V − /B
R3

)PψR

+iλLψ̄L( /W − /B
R3

)ψL

+iλRψ̄RP ( /W − /B
R3

)PψR (1)

where /W µ = ig /W
a
µτ

a, /B
R3

= ig′ /Bτ3, /V µ =

i g′′

2
/V

a
µτ

a, and P = diag(1, p), considering 0 ≤ p ≤ 1.
The deviation of the Higgs to EW gauge bosons

couplings from their SM values has been parameter-
ized by the prefactor a. The same prefactor parame-
terizes the coupling of the Higgs boson to the vector
triplet. In addition, the anomalousness of the Higgs-
to-fermion couplings is parameterized by the prefac-
tors ci where i runs through the SM fermions doublets.

2.2 The present status of relevant observables

The direct LHC bottom limits on the vector reso-
nance masses are strongly model dependent. The
third quark generation partial compositeness admits
the limits to be as low as 300 GeV. The most restrictive
bottom limit of slightly below 1 TeV is obtained when
no compositeness of the SM fermions is assumed [4].

The combination of the LHC data and the elec-
troweak precision data from SLC, LEP-1, LEP-2,
and the Tevatron restricts a to be within 10% of
the SM value at 95%CL [5]. The combined AT-
LAS+CMS+TEVATRON data restrict the anomalous
Higgs-to-top coupling prefactor to 0.82 ≤ ct ≤ 1.22
at 95%CL [6]. At a given value of a the experimen-
tal limits for other top-BESS free parameters g′′, p,
∆L = bL − 2λL, and ∆R = bR + 2λR can be derived
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Figure 1. The best-fit values of ∆L (dot-dashed) and ∆R (dashed) and the iso-backing contours (solid) for the
preselected values of g′′, p, and a. Sensitivity to the Higgs-to-fermion couplings is negligible. The low-energy Lagrangian

cut-off scale is Mρ ≈ Λ = 1 TeV. The naive perturbative upper limit in g′′ is indicated by the vertical solid line.

by fitting the low-energy (pseudo)observables ǫ1, ǫ2,
ǫ3 [7], Γb(Z → bb̄) [8], and BR(B → Xsγ) [9].

The decay H → γγ is the loop level process in the
SM. The dominant SM contributions to the process
come from the W± and top quark loops and they tend
to cancel each other. The cancellation strengthen the
sensitivity of the decay to hypothetical BSM particles
in the loop. The best-fit signal strength relative to
the standard model prediction µ(H → γγ) is 1.14+0.26

−0.23

(CMS) [10] and 1.17 ± 0.27 (ATLAS) [11].

2.3 Results and conclusions

The best fits of the top-BESS model parameters based
on fitting ǫ1, ǫ2, ǫ3, Γb(Z → bb̄), and BR(B → Xsγ)
for three various values of a are depicted in Figure 1.
The best-fit value of p found in our analysis seems
to support the assumption of some models of partial
fermion compositeness that the new strong physics
resonances couple stronger to the right top quark than
to the right bottom quark.

Assuming negligible effect of the top-BESS on the
Higgs production cross sections and on the total Higgs
widths the relative γγ signal strength can be expressed
in terms of the H → γγ decay widths

µ(H → γγ)tBESS ≈ Γ/ΓSM(h → γγ)

≈
[

1 − 2

7
(ct − 1) +

9

7
(a− 1) +

9

8
a

]2

, (2)

where the first and second terms after unit represent
contributions from the anomalous couplings of the
Higgs to the top quark and to the EW gauge bosons,
respectively (cSM

t = aSM = 1). The last term is the
contribution from the interaction of the Higgs with the
vector resonance triplet assuming the same coupling
prefactor a as for the EW gauge bosons.

The most recent LHC data on µ(H → γγ) disfa-
vors the top-BESS model in its presented setup; e.g.,
if ct = a = 1 then µ(H → γγ)tBESS = 4.52. Never-
theless, this setup could be viewed as simplistic. For
example, the interactions of the Higgs boson to the
electroweak gauge bosons could be disentangled from

its interaction to the vector resonance. It would mod-
ify (2) so that the current experimental limit could
be satisfied. In more complex/realistic scenarios, res-
onances of different kinds and more general coupling
patterns can be introduced. This is the subject of our
further investigation.
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Abstract. Using models and modelling in medical biophysics education play increasingly important
role. The paper presents results of two pilot research studies realised in the frame of project KEGA
020UK-4/2014 “Innovation in the content, forms and methods of practical exercises of Biophysics
and Medical Biophysics to the study of Medicine and Biomedical Physics”. The research realised
with first-year medical students was focused on students’ conceptions about models and using
electric circuit to model blood circulation. Results show that most students think of models as
physical copies of reality, not as conceptual representations. This makes using of educational models
ineffective, if there is none or low visual similarity with investigated phenomena. Understanding the
theory of modelling was examined in survey realised with first-year-master-degree students of
biomedical physics. One-third of respondents demonstrated serious misunderstanding of modelling
principles and misunderstanding of relationship between original and model in science.

1 Introduction

The role of models and simulation in medical educa-
tion extremely increased in recent two decades. Three-
dimensional models, screen-based simulations, inter-
active patient simulators and high-fidelity mannequins
are even more frequently used in training of clinical
skills and team communication, due their safety for
patients, repetitive utilisation, and financial effective-
ness. These models and simulations can help students
to develop the ability to recognise their own limita-
tions and knowledge gaps.

Furthermore Evidence-Based Medicine assumes
that students understand the process of scientific re-
search and the process of building the knowledge. And
these processes are inseparably connected with models
and modelling.

The necessity to develop understanding of models
and modelling among medical students and students
of biomedical physics inspired our research.

2 Goal

The general goal of realised research was to innovate
the content, forms and methods of practical exercises
of Biophysics and Medical Biophysics to the study
of Medicine and Biomedical Physics. Specific goal
of presented research was to identify student’s most
common barriers of using models and modelling and
develop educational activities that can overcome such
barriers.

3 Background – student’s common
misconception about modelling

Upper secondary students typically understand mod-
els as physical copies of reality, not as conceptual rep-
resentations. They do not have idea that the use-
fulness of a model can be tested by comparing its

implications to actual observations of real phenom-
ena/system.

Many students do not accept the explanatory role
of models, if the model shares only its abstract form
with the phenomenon. They accept this role more
willingly, if many of the material features are the same
for the model and the real phenomenon [1].

Some upper secondary students think that every-
thing they learn in science classes is factual. They are
not able to distinguish observation of real phenomena
and model.

4 Research among medical students

4.1 Sample

The research was realised among 1st year medical
students studied general medicine at the Faculty of
medicine, Comenius University in Bratislava in aca-
demic year 2013/2014. In all phases of research 29
students were involved (23 Female, 6 Male). All of
them graduated at general upper secondary schools,
none of them graduated in physics.

4.2 Methods

The research had four phases:

– Short introductory discussion.

– Anonymous written questionnaire with closed ques-
tions, where students had to choose one of 3 alterna-
tive answers. This questionnaire was administered
at the very beginning of practical training in bio-
physics.

– Short interview and observation of students’ activity
in the 5th week of semester, when students realised
the task: Blood redistribution model [2].

– Analysis of student’s measurement protocols.
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4.3 Results

In introductory discussion all students stated that
they understand the concept of model and modelling
(as well as concepts physical theory and experiment).

The questionnaire showed that more than 70%
misunderstood the term model (Table 1):

Statement
Number

of students

model is smaller size copy of reality 1

model must be visually similar to reality 20
model means simplification of reality,
visual similarity is not necessary

8

Table 1. Students’ conceptions about model

Students interviewed at the beginning of practi-
cal training focused on blood redistribution model [2]
manifested their ongoing misunderstanding. Only two
students were able to explain principles of the blood
redistribution model, the analogy between hydrody-
namic blood circulation system and the electric cir-
cuit. Observation of students’ activity showed that
3 more students were able to follow step-by-step in-
struction to measure the task. All the others students
(24) didn’t understand the task at all and looked for
a copy of reality, e.g.: “But, where does the blood
flow?” They do not understand model as conceptual
representation.

Subsequent analysis of measurement protocols
showed, that students are not used to think about
particular conditions of measurement. Barrier of un-
sufficient knowledge in mathematics and limited ex-
perience with graphs influenced students’ ability to
evaluate and interpret data as well as formulate a con-
clusion.

5 Research among
biomedical-physics-students

Biomedical physicists have to be able not only to use
different types of models and simulation and under-
stand them, but also create new models at different
level of complexity in order to create new knowledge.

5.1 Sample

Students in 1st year master degree study of biomed-
ical physics at the Faculty of mathematics, physics
and informatics, Comenius University in Bratislava in
academic years 2007/08 – 2009/10 took part in the
research. Totally 26 students were involved.

5.2 Methods

Written test used for examination in compulsory sub-
ject Mathematical modelling of biosystems was used

as a as a research tool. In the test students had to
decide whether the given statement is true or false.

Totally 60 tests collected in regular examina-
tion, 1st and 2nd re-examination were quantitatively
analysed.

5.3 Results

In four variants of question focused on understand-
ing black boxes method, students scored 20%. In four
variants of question focused on modelling of condi-
tioned and unconditioned reflex students scored 70%.

Students obviously do not understand modelling
methodology, but they are able to consider models of
concrete phenomena.

6 Conclusions and suggestions

Research results showed that most of medical students
do not understand the value of modelling in learning
and role of modelling in creating a new knowledge.
Most of medical-biophysics students reached the level
of concrete operational stage in cognitive development
with regard of modelling methodology.

understanding of models and modelling we suggest
the systematic using of models in biophysics education
from the very beginning. It seems to be extremely
important to us wide variety of models (concrete, vi-
sual, verbal, mathematical, mental/qualitative, quan-
titative/static, dynamic) and develop new forms of ed-
ucation focused on modelling and its role in science
(e.g. activity “Black boxes investigation” focused on
the process of building a scientific knowledge [3]).
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Abstract. Modelling is recognised as one of basic scientific skills. Its development is declared as a
part of education already at primary schools. Nevertheless pedagogical researches showed serious
misunderstanding of modelling among pupils and students of all ages. New forms and methods
enhancing modelling skills were developed during more than twenty years of non-formal educational
project SCHOLA LUDUS. The paper presents briefly educational game and creative-discovery
workshop – new forms of activities developed and proved within the frame of summer camps
SCHOLA LUDUS: Experimentáreň that is designed to children aged 9 to 15.

1 Introduction

Models are essential in production, dissemination and
acceptance of scientific knowledge. In education, mod-
els help to build a bridge between the scientific theory
and experience. State curriculum declares modelling
skills as one of specific competencies developed not
only in physics, but in science education since primary
level.

Nevertheless pedagogical researches showed seri-
ous misunderstanding of modelling among pupils and
students of all ages. Children often cannot recognize,
when they work with model and when they work with
physical reality, in what condition is the model valid,
what are limits of models’ application [1, 2]. Devel-
opment of modelling skills through traditional formal
education seems to be quite limited. May be the non-
formal education helpful in this context?

2 Non-formal education and the SCHOLA
LUDUS Project

Non-formal education has no rigorous definition. In
general it means education, which primary goal is not
getting a certificate, diploma, or higher qualification.
Its goal is gratification by knowing and achievement of
internal demands. Non-formal education is based on
voluntariness and self-confidence. Originally it was
developed out of school. In recent years non-formal
education becomes an integral part of life-long educa-
tion and a complement of formal (school-) education.
It is open, flexible and creative. Moreover non-formal
education seems to be an important source of innova-
tions in formal education.

The SCHOLA LUDUS project develops since 1992
various forms of non-formal education:
– exhibitions,
– creative-discovery workshops,
– educational games,
– science theatres,
– competitions,
– summer camps, etc.

Since 1992 SCHOLA LLUDUS develops annually
physics summer camp for 9 – 15 years old children.

The program of the summer camp is focused on differ-
ent topics year after year (e.g. sound, energy, balloons,
paper, food, human body), but the main goals persist:
to inspire children, motivate and stimulate their inter-
est in science, encourage inquiry and develop cognitive
skills, creativity, and communication skills of partici-
pants. Modelling is considered as an essential part of
achieving these goals.

3 Modelling in SCHOLA LUDUS

Modelling in SCHOLA LUDUS summer camps is ini-
tiated by observing daily life, natural phenomena and
/ or real objects that provide the key case. Parallel
method is used to draw attention to various aspects
of investigated phenomena and to look for similarities
and differences.

Educational game is an example of developed inno-
vative educational methods that support understand-
ing the role of modelling. For example in the game
“The driver”, participants observe and investigate of-
fered models (prepared by educator) and use them
in order to find answers to given questions [3]. Con-
text familiar to the pupil’s experience and interests,
challenging tasks and alert on player’s misconceptions
and discrepancies encourage cognitive progress of par-
ticipants. But using models in educational games is
mainly unconscious without educator’s intervention.

To support children’s intentional modelling, an
original interactive science theatre „Einstein’s dream
and jumping cows“ was created [4]. Approach used
in the theatre was later developed into the SCHOLA
LUDUS pro-science theory of teaching and learn-
ing [5].

The SCHOLA LUDUS pro-science theory of teach-
ing and learning is based on authentic pedagogy,
thinking-based learning and cognitive constructivism.
Its unit is a teaching and learning cycle consisting of
7 stages:

1. Action – first experience,

2. Describing – description of observed process /
system,

3. Mapping – finding different aspects, classification
of features,
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4. Modelling – building up functional models,

5. Abstracting – definition of general concepts,
laws,

6. Embedding – definition of the acquired concep-
tual change and novelty,

7. Valuation - using knowledge in new context, ac-
quire awareness of its utility.

Above mentioned teaching and learning cycle is ap-
plied in Creative-discovery workshops (CDW) - an in-
novative teaching method developed initially for non-
formal education, but already proved also in school
education.

Besides several creative-discovery workshops de-
veloped in SCHOLA LUDUS Summer camps, where
modelling is an integral part of the workshop (e.g.
workshop “Water suction” in Paper physics or “Mea-
surement of atmospheric pressure” in Meteorology),
also some particular workshops focused directly on
development of modelling skills were developed (e.g.
“Modelling the sound propagation” [6] or “Modelling
joints in human body”).

3.1 Creative-discovery workshop “Modelling joints
in human body”

The workshop was originally developed for the sum-
mer camp SCHOLA LUDUS: Experimentáreň 2014
focused on physics in human body.

Action – first experience is provided by a game
“Human body alphabet”, where children use their own
bodies to write different words. Afterwards children
utilise this experience in describing of possible move-
ments of different parts of human skeleton. In next
step children create a list (map) of different char-
acteristics of bones connections with help of human
body pictures and schemas. The core of the creative-
discovery workshop is focused on modelling – creating
3D models of the chosen joint. In the stage abstract-
ing children try to formulate knowledge - basic types
of joints in human body. Embedding and Apprecia-
tion is realised by creating an „artificial hand“ (each
group can manufacture one part of the hand – fingers,
elbow, shoulder – Figures 1 and 2).

Figure 1. Model of fingers made by 14-years old
children.

Figure 2. Model of shoulder joint made by 13-years old
boys.

4 Conclusion

We consider developing of modelling skills as ex-
tremely important in science education. Realisation
of above mentioned non-formal activities showed that
children are interested in modelling. They like to cre-
ate their own models, but they have only very lim-
ited experience with modelling from their daily lives.
This limited experience creates a significant barrier in
learning modelling and using models in learning pro-
cess.
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Abstract. A study of a single magnetic domain wall contribution to impedance due to its motion for
intermediate frequency region (100 kHz – a few MHz) is presented for a domain wall between
circular domains. A simple theoretical model of the wall trapped in a quadratic potential well, for
which possible influence of skin effect is tested using the model with scalar permeability, is
proposed. It follows from this model that the frequency dependence of a domain wall contribution
to the impedance exhibits a single maximum for the frequency of an AC current equal to the
natural frequency of the domain wall moving in a quadratic potential well.

1 Introduction

Giant magneto-impedance (GMI) effect in Co-based
amorphous cylindrical wires has been subject of many
studies and it has already found place in many tech-
nical applications [1]. In present work, results of the
study of magnetic domain walls contribution to the
impedance due to its motion for intermediate fre-
quency region (100 kHz – few MHz) are presented
for a single domain wall (DW) between circular do-
mains. Characteristic frequency dependence of do-
main wall contribution to the impedance with a single
maximum has been observed experimentally in amor-
phous Co68.2Fe4.3Si12.5B15 wire with nominal diam-
eter of 125µm for two cases [2]. New experimental
evidence and a simple theoretical model for interpre-
tation of the observed characteristic frequency depen-
dence is presented in this paper.

2 Experimental

Amorphous low-magnetostrictive ferromagnetic
Co68.2Fe4.3Si12.5B15 wire with nominal diameter
of 125µm, prepared using the in-rotating-water-
quenching technique, was used for the measurements.

Figure 1. Experimental dependence of impedance due
to the wall motion vs. frequency of ac current.

The measurements were carried out on a sample
which was current (0.7 A for 3 minutes) annealed with
simultaneous application of tensile stress (367 MPa).
Influence of torsion stress during treatment was min-
imized. In this way a well-defined circular anisotropy
was induced. A single domain wall could be created
and manipulated in a similar way as in [3]. The
difference ∆Z between impedance of a part of the
wire when DW was present and impedance after DW
displacement from this part of the wire for different
frequencies is shown in Figure 1. As can be seen a
single maximum is observed at frequency of 1.23 MHz.

3 Theoretical model

We consider a cylindrical ferromagnetic wire with cir-
cular anisotropy and domain structure consisting of
two domains separated by a single DW (see Figure 2).
AC current I with angular frequency Ω

I = I0e−iΩt (1)

is flowing through the wire.

Figure 2. Model of domain structure with a single
domain wall between circular domains in a cylindrical

magnetic wire. Wall displacement x caused by current I

is indicated. The wall is located close to the centre of the
region along which voltage V is measured.

Domain wall is located approximately in the mid-
dle of the part of the wire l1 ≈ l2 along which voltage
V is measured. Equation of motion of the wall can be
expressed as follows

m
d2x

dt2
+ β

dx
dt

+ kx = 2µ0MS
R

3
I P (R, δ) (2)
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where β is damping coefficient, k restoring force coef-
ficient, m is inertial mass of the wall, R is radius of
the wire, MS is saturation magnetization and P(R, δ)
is a parameter which modifies net force acting on the
wall due to skin effect characterized by skin depth δ.

The solution of this equation is well known. The
wall oscillates with angular frequency Ω

x = Ae−i(Ωt+α) (3)

and amplitude A of oscillations is given by formula

A = h
f (Ω)

Ω
, f (Ω) =

Ω
√

(ω2
0 − Ω2) + 4b2Ω2

(4)

and

2b =
β

m
, ω2

0 =
k

m
, h =

2µ0MSRP (R, δ)
3m

I0. (5)

The voltage induced due to wall oscillations can be
calculated using Faraday’s law

V = −dΦϕ

dt
, (6)

where Φϕ is circular magnetic flux. For situation in
Figure 2 and for uniform circular component of mag-
netization Φϕ = MS circular magnetic flux is given by
formula

Φϕ =
2µ0MS

3
R x+

µ0MS

3
R (l1 − l2) . (7)

Voltage induced due to wall oscillations can be now
expressed as

V = V0ie−i(Ωt+α), V0 = AΩ
2µ0MS

3
R (8)

Combining Eqs. (4), (5), (6) and (10) the wire
impedance can be expressed as

Z =
V0

I0
=

4 (µ0MS)2
R2

9m
P (R, δ) f (Ω) (9)

The function f (Ω) has a maximum for Ω = ω0.
Possible influence of skin effect (represented by pa-

rameter P(R, δ)) can be tested using simplest ap-
proach with scalar permeability µ. In the framework
of this approach parameter P can be expressed as

P (R, δ) =
3

R2J1 (κR)

R
∫

0

rJ1 (κr) dr (10)

where J1 is Bessel function of first order, parameter

κ =
(

1 + i

δ

)

, δ =

√

2ρ
Ωµ

and ρ is resistivity, for our sample it is 1.28 × 10-6 Ωm.
Frequency dependences of magnitude of parameter P
calculated using (10) with relative circular permeabil-
ity µϕr as a parameter are shown in Figure 3. It can
be seen that for relative permeability up to 10 the

magnitude of P is close to 1 and even for relative per-
meability of 100, the skin effect only slightly influences
net force acting on the wall for frequencies lower than
3 MHz. It can be expected that relative circular per-
meability is very low for our sample with well-defined
circular anisotropy. Finally we can conclude that ex-
perimental dependence of the domain wall contribu-
tion to the impedance ∆Z with a single maximum in
Figure 1 can be explained by presented model. More-
over parameter ω0 can be determined from this de-
pendence.

Figure 3. Magnitude of P as a function of current
frequency with relative circular permeability µϕr as a

parameter.
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Abstract. The evolution of the structure of the annealed amorphous ferromagnetic
Fe40Ni38Mo4B16microwires and its interplay with magnetism has been studied. Nanocrystalline
Fe40Ni38Mo4B16microwires were obtained from amorphous precursors after heat treatment at 700
K. Their structure consists of γ-(Fe, Ni) nanocrystals, having diameter of about 10 nm, embedded
in residual amorphous matrix. It has been shown that nanocrystalline microwires exhibit much
higher stability and very good soft magnetic properties. This can be used in many applications like
magnetic sensors of temperature, mechanical stresses, magnetic field, etc.

1 Introduction

Amorphous glass-coated microwires with about 10 µm
in diameter represent a novel technological family of
metallic materials. Great variety of the chemical com-
position, sizes and geometric rations (radius of the
metallic nucleus relative to the glass coating thickness)
provides a wide range of interesting magnetic proper-
ties useful in the number of industrial and engineering
applications. However, the crucial parameter for their
application is the time and temperature stability. The
solution can be found in nanocrystalline microwires
prepared by the heat treatment from amorphous pre-
cursors which exhibit much higher stability and very
good soft magnetic properties.

One possible option is the nanocrystalline
Fe40Ni38Mo4B18 alloy, which is a new nanocrystalline
soft magnetic material and exhibits positive mag-
netostriction. The nanostructured Fe40Ni38Mo4B18

specimens, obtained by annealing of the amorphous
alloy in the temperature range from 650 K to 1060
K have a microstructure of a γ-(Fe, Ni) crystallites
with average grain size 10 nm embedded in a residual
amorphous matrix [1]. Such alloy in ribbon shape is
an object for GMI study, too [2]. In this article we
investigate the influence of Joule-heating and crystal-
lization on the GMI effect in Fe40Ni38Mo4B18 wires.

2 Experiment and discussion

Object of our study were microwires of nominal com-
position Fe40Ni38Mo4B16 (total diameter of 12µm)
with positive magnetostriction, obtained by Taylor-
Ulitovsky technique. Amorphous structure is thermo-
dynamically metastable. Thermal annealing of amor-
phous materials is a suitable method for their trans-
formation to new nanocrystalline state with the re-
markable structural and magnetic properties.

The nanocrystalline structure consists of grains,
size of several nanometers, embedded in a residual
amorphous matrix. Microstructure of the annealed

Figure 1. Hysteresis loop of the nanocrystalline
Fe40Ni38Mo4B18 microwire annealed at 700 K.

microwires of given composition was studied by high-
energy x-ray diffraction. It has been confirmed that
originally amorphous alloy partially crystallizes at
Ta > 620 K, where γ-(Fe, Ni) grains of size up to 10 nm
are created [1].

Microwires with positive magnetostriction exhibit
bistable magnetic behaviour which is characterized by
a single giant Barkhausen jump at a remagnetizing
switching field Hsw [3]. It gives rise to square hys-
teresis loop. Figure 1 shows the perfect rectangular
hysteresis loop measured after nanocrystallization of
Fe40Ni38Mo4B16 microwire at the room temperature.
Bistability is kept in the nanocrystalline state.

We have studied the influence of the thermal
treatment on the stress dependence of the switch-
ing field during the devitrification of amorphous
Fe40Ni38Mo4B16 microwires. The stress dependence
can be explained considering the magnetoelastic con-
tribution to the switching mechanism which is mod-
ified applying the tensile stresses and changing the
magnetostriction constant through thermal treat-
ments [4]. We show that by adequate treatment of
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Microwires

the sample, it is possible to vary the stress sensitivity
of the sample. As-cast sample shows strong depen-
dence of the switching field on the applied stress σ
(Figure 2). During the annealing of the microwires
at low temperatures, the stresses created in their pro-
duction are released, what results in the decrease of
the switching field and its stress dependence. On the
other hand, the nanocrystalline microwire, annealed
at the temperatures from 650 K to 700 K, shows no
stress dependence of the switching field, what is prob-
ably caused by very low magnetostriction.

Figure 2. Stress dependence of the switching field Hsw

after different thermal treatments.

The microwires with vanishing negative magne-
tostriction, together with its circumferential domain
structure, are ideal for sensor applications based on
the GMI effect [5].

Figure 3. Relative impedance ∆Z/Z(H) of the as cast
and nanocrystalline Fe40Ni38Mo4B16 microwire.

A recent investigation has shown that, by lightly
annealing the amorphous wires with positive magne-
tostriction, the radial domain structure weakens, and
gives way to a circumferential domain structure; this
is due to surface crystallization. This leads to an in-
crease in the GMI effect [6]. These results motivated

us to explore the GMI in annealed Fe40Ni38Mo4B18

microwires (Figure 3). The relative impedance ∆Z/Z
for the as cast wire is small and decreases quickly
achieving maximum of about 7.60 %. In order to
achieve the nanocrystalline state, the wires were sub-
mitted to heat treatment by using a current anneal-
ing technique (over 18 mA for 10 min). The variation
of GMI value indicates the structural transformation
and change of magnetic behaviour in Fe40Ni38Mo4B18

alloy after thermal treatment. The nanocrystalliza-
tion after Joule-heating at the DC current of 19.5 mA
has resulted in a small increase of relative impedance
but its value of 7.77 % is comparable to that of the
as-cast sample. This effect is probably related to the
magnetostriction decrease during the first stage of the
crystallization.

3 Conclusion

The Fe40Ni38Mo4B16microwires exhibit bistability
even in the nanocrystalline state.

At low annealing temperatures, the strong switch-
ing field dependence on the stress can be obtained,
which is useful for stress sensing elements. Close to
the optimal annealing temperature (700 K), no stress
dependence of the switching field was detected. Such
behavior is useful for the different sensing elements
(temperature, current), which must not be stress sen-
sitive.

GMI magnetic field dependence can be modified
by the heat treatment only slightly.
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Abstract. The quark-gluon plasma (QGP) is very hot and dense form of matter, where quarks and
gluons are deconfined. It can be produced in high-energy nuclear collisions, studied at facilities such
as Relativistic Heavy Ion-Collider (RHIC) or Large Hadron Collider (LHC). Important means in
the studies of QGP properties are anisotropies of the transverse collective flow of hot fireball. They
show up via anisotropies of hadron momentum distributions. We present simple Monte Carlo toy
model which generates hadron distributions with azimuthal anisotropy. It is used in designing and
testing analysis tools for the anisotropy coefficients.

1 Introduction

Initial conditions in heavy-ion collisions fluctuate from
event to event. It turns out that anisotropies in the
collective flow are reflected in the particle momentum
distribution with respect to the reaction plane. They
give us information about the initial conditions and
about the early evolution of the system, since they are
developed mainly in the first moments during the col-
lision. However, the collisions are not ideally symmet-
ric, there are quantum fluctuations, the initial nuclear
geometry varies from event to event, the initial energy
density distribution is anisotropic. All these effects
cause flow anisotropies. Those anisotropies are most
significant for non-central collisions. Studying them
can provide an insight into QGP properties. More
details can be found in [1].

Our goal here is to implement Monte Carlo toy
model with given profile of the azimuthal angle dis-
tribution of pion transverse momenta. Next step is
to extract the nth differential flows using correlations
and histograms.

2 Angle distribution

We study collective flow anisotropies via azumithal
distribution of particles. Common way of study is
expanding the distributions to Fourier series:

dN
d2pT

=
dN

2πpT dpT

[

1 +
∞
∑

n=1

2vn cos(n(Φ − Ψn))

]

.

(1)
In our toy model generator we used coefficients up

to pentagonal flow: v1 = 0.1, v2 = 0.05, v3 = 0.03,
v4 = 0.01 and v5 = 0.005; Ψn is generated randomly
for every event.

3 Transverse momentum distribution

The pT distribution is expressed as

dN
dpT

= CpT e
− pT

T , (2)

where T is a parameter and C denotes normalization
constant. We choose T = 400 MeV.

We cannot use the transformation method since
the cummulative distribution function is not invert-
ible. From Equation (2) the uniform random deviate
x (i.e. dimensionless x ∈ 〈0, 1)) is related to pT as:

x = C

∫

dpT pT e
− pT

T = −CT (T + pT )e
−pT

T , (3)

where C is normalisation factor. In our case, C =
−1/T 2. The required inverse function can be ex-
pressed in terms of Lambert function W :

pT (x) = −T
(

1 +W
(x

e

))

. (4)

One way of approximatingW (x) uses the recurrent
relation

W (x) = ln









x

ln
(

x

ln
(

x
ln(...)

)

)









. (5)

This approach is simple, for small number of iter-
ations it is even fast. We chose initial W0(x) and then
iterate according to Wn+1(x) = ln(x/ ln(Wn(x))).
The reliability of this method strongly depends on the
number of iterations. An example is shown in Fig-
ure 1 (top and middle). On the top is the histogram
for 5 iterations, the black line illustrates the desired
shape of the distribution (2) with T = 400 MeV. It
is obvious that 5 iterations are not precise enough.
The big discontinuity around pt = 2T = 800 MeV
is caused by a problem because of the limit of Equa-
tion (5). The other histograms are fitted with the

function pT exp
(

p0 + pT

p1

)

, where p0 is scale parame-
ter, thus p1 should be equal to T .

Another interesting topic is the dependence on
W0(x). For higher number of iteration, choosing some
small number (0.1 is sufficient) is an approximation
good enough. It does not significantly affect the re-
sulting distribution, choosing better first-guess slows
down the computation and for 10 iteration the dif-
ference is negligible. However, for 5 iterations, using
the Branch-point expansion suggested in [2] only up
to the first coefficient leads to much better results; cf.
top and bottom panels of Figure 1.
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Figure 1. Histograms of pT generated via Equations (4)
and (5). Top: 5 iterations with W0 = 0.1; middle: 10
iterations with W0 = 0.1; bottom: 5 iterations with

W0(x) = 1 −
√

2(1 + xe). Histograms in the middle and
at the bottom are fitted with with the analytic

distribution function, the fitted value of T is indicated.

4 Analysis

We produced 5000 events, each consisting of 5000 pi-
ons, using the methods described above. For generat-
ing pT , we chose the Lambert function evaluated with
10 iterations with initial W0 (x) = 1 −

√

2(1 + xe).
We analyzed the data using cumulant method and the
results agree with initial input parameters. Cumu-
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Figure 2. Histograms of v2
2 and v2

3 obtained with the
cumulant method for pions from 5000 toy model events.

lant method is a good aproximation assuming small
pT dependence, negligible nonflow and constant flow
fluctuations [1]. Our program meets all of these re-
quirements. For pT -integrated elliptic flow, there were
no negative v2

2 . After root extracting, we obtained
v2 = 0.0496 ± 0.0001 and v3 = 0.0299 ± 0.0002. The
results are displayed in the Figure 2.

5 Conclusions

We described a simple Monte Carlo toy model for
hadron pT generation. To this end we developed a
method of generating random numbers from the given
distribution, and successfully tested its use. Our anal-
ysis of the generated data agrees with the initial pa-
rameters.
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Abstract. Presented contribution brings a brief overview of recent theoretical models dealing with
giant magneto-impedance (GMI) effect in a ferromagnetic microwire. Irreversible magnetization
processes on the wire surface: magnetization rotation, formation of a domain structure around local
surface defects and domain wall displacement are analysed in the model.

1 Introduction

As cast glass-covered ferromagnetic amorphous thin
Co70.5Fe4.5Si15B10 wire (microwire) of a diameter of
17.8 µm (Figure 1) with small negative magnetostric-
tion has been prepared by Taylor-Ulitovski technique.
The relatively small negative magnetostriction results
in the creation of a wide almost circularly magnetized
shell domain structure and a narrow axially magne-
tized core [1]. The preferential orientation of the
spontaneous magnetization (magnetic anisotropy) in
the microwire is given by magnetostriction and shape
anisotropy. Different mechanical properties of the
ferromagnetic metallic central part and of the glass
cover of the microwire are responsible for deviation of
spontaneous magnetization from circumferential (cir-
cular) direction in the shell of the microwire (heli-
cal magnetic anisotropy). Additional removing of the
glass cover gives the possibility to decrease the helical
anisotropy. Considering giant magneto−impedance
(GMI) effect which is mainly a surface effect, is very
sensitive to the rotation of magnetization in the shell
of a microwire, GMI measurements are often used to
determine surface magnetic properties of cobalt based
microwires [2]. The scanning electron microscopy
(SEM) image (Figure 2) of the mechanically removed
glass cover reveals its random bonding with the metal-
lic central part of the microwire. Nevertheless the lo-
cal isolated glass fragments remain strongly fixed on
metallic surface (Figure 2). It is possible to deduce
a complex inhomogeneous distribution of radial, ax-
ial and torsional mechanical stresses in the metallic
part of the microwire induced during its preparation
procedure.

2 Models of hysteresis in GMI effect

2.1 Irreversible magnetization rotation

In case of a circular wire it is convenient to use cylin-
drical coordinates. Helical magnetic anisotropy is
given by a preferential orientation (easy axis) of the
spontaneous magnetization M 0 of the microwire at
zero external magnetic field what can be expressed as
M 0 = (0, M φ , M z ) = (0, M s cos α, M s sin α), where
M s is the saturation magnetization, α is the angle of
deviation of the easy axis of magnetization from the
circumferential direction of the microwire (spiral an-
gle, 0 < α < 90◦).

Figure 1. SEM image of glass covered ferromagnetic
amorphous Co70.5Fe4.5Si15B10 microwire of a diameter

d=17.8µm.

Figure 2. SEM image of ferromagnetic amorphous
Co70.5Fe4.5Si15B10 microwire without glass cover of a

diameter d=8.1µm.

The angle α determines the shape of the hysteresis
loop of the microwire (Figure 3) during its magnetiza-
tion along z-axis with irreversible magnetization rota-
tion at the critical field [3]. The magnetization curve
for α = 90◦ is without hysteresis (reversible magneti-
zation rotation) and in this case the longitudinal wire
z-axis represents a hard axis of magnetization.

2.2 Model of surface domain structure

Details of the metallic surface of the microwire, stud-
ied by means of SEM (Figure 2), revealed surface
defects (pits), where the glass cover is bonded to
metal. The measured GMI dependences of as-cast
Co70.5Fe4.5Si15B10 microwire with glass cover and af-
ter glass cover removing in Figure 4 displays the
double-peak behaviour. The theoretical explanation is
that for very low amplitudes of circular field strength
Hφ any reversible domain wall motion at higher fre-
quencies (≥1 MHz) is negligible due to strong damping
process and magnetization rotation takes place only
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Figure 3. Calculated reduced magnetization curves Mφ

(Hφ ) in case of irreversible magnetization rotation and
helical magnetic anisotropy for various value of α (in

degrees).

in the shell of the microwire. The positions of the
couple of sharp peaks (H = ±Hm) are always sym-
metrical with respect to zero external magnetic fields
strength H = 0 and correspond to the critical field of
irreversible magnetization rotation. The dispersion of
the critical field altogether with local variation of the
easy axis of magnetization affects the peaks shape.

The formation of a secondary small GMI peaks (in-
set in Figure 4) has been observed after glass cover re-
moving. The theoretical explanation is that the blade-
shaped domains [4], displayed in Figure 5, are formed
on both sides of surface defects (pits) to minimize
magnetostatic energy. The blade-shaped domains are
also responsible for hysteresis observed in GMI depen-
dence.

3 Conclusion

A quasistatic model based on the minimization of the
free energy of domain structure [5] was developed to
explain the existence of peaks in the GMI dependence
in Figure 4, if only a circular anisotropy is present.

Figure 4. GMI dependence measured at the frequency
of 1 MHz and at the amplitude iac= 1 mA in as-cast

Co70.5Fe4.5Si15B10 microwire of a diameter d = 8.1µm
with glass cover and after glass cover removing.

Figure 5. Scheme of the blade-shaped domains [4] on
the surface of the wire closing the defect (pit).

The following extensions have to be added in mod-
els reflecting:

1. The helical anisotropy and the irreversible mag-
netization rotation on the microwire surface man-
ifesting itself in hysteresis.

2. The residual domain structure formed around lo-
cal surface defects (pits) on the microwire sur-
face manifesting itself in hysteresis and forma-
tion of the secondary small GMI peaks (inset in
Figure 4).
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Abstract. We investigate nuclear effects in production of large-pT hadrons and direct photons in pA
and AA collisions corresponding to energies at RHIC and LHC. Calculations of nuclear invariant
cross sections include additionally the nuclear broadening and the nuclear modification of parton
distribution functions. We demonstrate that at large pT and forward rapidities the complementary
effect of initial state interactions (ISI) causes a significant nuclear suppression. Numerical results
for nuclear modification factors RA and RAA are compared with available data at RHIC and LHC.
We perform also predictions at forward rapidities which are expected to be measured by the future
experiments.

1 Introduction

Recent experimental measurements of hadron and
direct photon production [1–3] allow to investigate
nuclear effects at medium and large transverse
momenta pT . This should help us to understand
properties of a dense medium created in heavy ion
collisions (HICs). Manifestations of nuclear effects
are usually studied through the nucleus-to-nucleon
ratio, the so called nuclear modification factor,
RA(pT ) = σpA→h(γ)+X(pT )/Aσpp→h(γ)+X(pT )
for pA collisions and RAB(pT ) =
σAB→h(γ)+X(pT )/AB σpp→h(γ)+X(pT ) for minimum
bias (MB) AB collisions.

In this paper we focused on suppression at large
pT , RA(pT ) < 1 (RAA < 1) indicated at midrapid-
ity, y = 0, by the PHENIX data [1] on π0 production
in central dAu collisions and on direct photon pro-
duction in central AuAu collisions [2]. Such a sup-
pression can not be interpreted by the onset of coher-
ence effects (gluon shadowing, color glass condensate)
due to large values of Bjorken x. The same mecha-
nism of nuclear attenuation should be arisen especially
at forward rapidities where we expect much stronger
onset of nuclear suppression as is demonstrated by
the BRAHMS and STAR data [3]. Here the target
Bjorken x is exp(y)-times smaller than at y = 0 allow-
ing so a manifestation of coherence effects. However,
assuming their dominance at RHIC forward rapidi-
ties then the same effects causing a strong suppression
should be expected also at LHC at y = 0, what is in
contradiction with ALICE data [4].

We interpret alternatively the main source of this
suppression as multiple initial state interactions (ISI)
of the projectile hadron and its debris during propaga-
tion through the nucleus. This leads to a dissipation
of energy resulting in a suppressed production rate of
particles as was stressed in [5, 6]. The corresponding
suppression factor reads [5],

S(ξ) ≈ 1 − ξ, (1)

where ξ =
√

x2
F + x2

T , and xF = 2pL/
√
s; xT =

2pT /
√
s. This factor leads to a suppression at large-pT

(xT → 1) and also at forward rapidities (xF → 1).

2 Results

Calculations of pp, pA and AA cross sections were
performed employing the parton model, which corre-
sponds to collinear factorization expression modified
by intrinsic transverse momentum dependence [7].

In the RHIC energy range at y = 0 besides Cronin
enhancement at medium-high pT and small isotopic
corrections at large pT one should not expect any nu-
clear effects since no coherence effects are possible.
However, the PHENIX data [1, 2] indicate large-pT

suppression, which is more evident for hadron and
direct photon production in central dAu and AuAu
collisions, respectively, as is demonstrated in Figure 1
(lower box) and in Figure 2 (middle box). Such a
suppression is caused by ISI effects, Equation (1), and
is depicted by the solid lines, while the dotted lines
without ISI effects overestimate the PHENIX data at
large pT .
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Figure 1. Nuclear modification factor RdAu(pT ) for π0

production at
√
s = 200 GeV for MB - upper box and for

the centrality interval 0 − 20 % - lower box.

In the LHC energy range at y = 0, we do not
expect any ISI effects, Equation (1), and the ALICE
data [4] on hadron production in pPb collisions al-
low so to test only model predictions for the Cronin
enhancement at medium-high pT . The correspond-
ing comparison demonstrates a good agreement as is
shown in Figure 3 by the solid and dotted lines man-
ifesting so a weak effect of nuclear shadowing. How-
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Figure 2. Nuclear modification factor RAuAu(pT ) for
direct photon production at

√
s = 200 GeV for different

centrality intervals at y = 0 and y = 3.

ever, ISI effects causing a significant large-pT suppres-
sion can be arisen at forward rapidities as is depicted
in Figure 3 by the dashed and dot-dashed lines calcu-
lated at y = 2 and y = 4.

Direct photons produced in a hard reaction are not
accompanied with any final state interaction, either
energy loss or absorption and represent so a cleaner
probe for a dense medium created in HICs. The CMS
data [8] on direct photon production in PbPb collisions
at y = 0 presented in Figure 4 show only a manifesta-
tion of isotopic corrections at large-pT due to a weak
onset of ISI effects. Similarly as for hadron produc-
tion, ISI effects cause a significant large-pT suppres-
sion at forward rapidities as is shown in Figure 4 by
the solid lines calculated at y = 4.
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Figure 3. Nuclear modification factor RpP b(pT ) for
charge hadron production at

√
s = 5020 GeV and at

several rapidities, y = 0, 2 and 4.

3 Conclusions

Employing the parton model, corresponding to
collinear factorization expression modified by intrinsic
transverse momentum dependence, we predict large-
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Figure 4. Nuclear modification factor RP bP b(pT ) for
direct photon production at

√
s = 2760 GeV for different

centrality intervals at y = 0 and y = 4.

pT suppression of hadrons and direct photons pro-
duced on nuclear targets. The main source for sup-
pression comes from ISI effects, which are dominant
at large xF and/or xT . ISI effects at LHC are irrele-
vant at y = 0 but we predict a strong suppression at
forward rapidities that can be verified by the future
measurements.
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Abstract. Jets provide unique probes of the medium created in ultrarelativistic heavy-ion collisions.
Here, the observed jet quenching phenomena in central collisions prove that jets are sensitive to
interesting properties of strongly-coupled matter. In addition, jet production in elementary
processes, such as pp collisions, is well understood within the framework of perturbative QCD,
providing a rigorous theoretical basis for jet quenching calculations. We report the measurement of
semi-inclusive pT spectra of charged particle jets that recoil from a high-pT hadron trigger in
Pb–Pb and pp collisions at

√
sNN = 2.76 TeV and

√
s = 7 TeV, respectively. In this analysis, the

copious yield of uncorrelated trigger hadron-jet matchings in central Pb–Pb collisions is removed by
calculating the difference between two spectra corresponding to disjoint trigger hadron pT ranges.
This procedure does not impose any fragmentation bias on the recoil jet population, which is thus
collinear and infrared safe.

1 Introduction

Hadrons with a high transverse momentum pT as well
as jets that are produced in ultrarelativistic heavy-ion
collisions originate from initial hard parton-parton in-
teractions. Hard scattering processes are recognized
to be convenient probes of the medium created dur-
ing the interaction of two nuclei. High multiplicity
environment of a heavy-ion collision makes, neverthe-
less, a jet analysis difficult since the rare products of
hard scattering are embedded into a densely populated
background. Therefore when a jet reconstruction al-
gorithm is used, it also clusters together soft particles
from the background. One possibility to suppress the
contribution of these artificial jets is to require that
the jet has a high-pT track constituent. This condi-
tion, however, imposes a bias on the jet fragmentation
and can possibly affect the results especially in the
case when one intends to study quenched jets that do
not differ much from the background. As was shown
in [1] hadron-jet coincidence measurements allow to
avoid such fragmentation bias. Following this idea we
report on the analysis of trigger hadron associated pT

spectra of jets in Pb–Pb collisions at a center-of-mass
energy per nucleon-nucleon pair

√
sNN = 2.76 TeV.

2 Data analysis

Presented data were measured with the ALICE de-
tector [2]. The analysis is based on a sample of 9 M
events (0-10% centrality) and 3 M events (0-20% cen-
trality) of Pb–Pb collisions at

√
sNN = 2.76 TeV form

2010 and 2011, respectively. For the jet reconstruction
we used charged tracks with pseudorapidity coverage
|η| < 0.9 and pT > 150 MeV/c. Jets were defined by
means of the anti-kt algorithm [3] using three resolu-
tion parameters R = 0.2, 0.4 and 0.5. Analyzed jets
were fully contained within the ALICE acceptance,
i.e. |ηjet| < 0.9 − R. The background energy density
ρ was estimated with the area based method [4]. The
pT of a jet was then event by event corrected for the
underlying event activity by subtracting the product
of the estimated background density and jet area from
the reconstructed jet pT.

The raw pT spectra of jets need to be corrected for
the momentum smearing induced by background fluc-
tuations and for detector response. The correspond-
ing response matrix that relates the pT of matched
reconstructed jets on the particle and detector level is
assumed to factorize into a product of matrices that
describe both effects. To correct the measured spec-
tra the response matrix was inverted using the SVD
[5] and Bayesian [6] approach.
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Figure 1. Raw pT spectra of recoil jets associated with
two disjoint trigger hadron pT intervals, [8,9] GeV/c and

[20,50] GeV/c. The corresponding ∆recoil distribution
was calculated based on Equation (2). See text for more

details.

We studied jets that are nearly back-to-back in
azimuth w.r.t. a high-pT trigger hadron, namely
|ϕtrig −ϕjet −π| < 0.6 rad. By this choice the high-pT

trigger hadron originates more likely from a parton
that is closer to the surface of the collision zone [7].
Therefore, the recoiling jet is biased towards larger
path length in the medium. Figure 1 shows back-
ground corrected, per trigger normalized raw pT spec-
tra of recoil jets corresponding to two disjoint trigger
hadron pT ranges, [8, 9] GeV/c and [20, 50] GeV/c. On
average the trigger hadrons in the higher pT bin result
from hard scattering processes with larger Q2, hence
the associated recoil jets have also a harder pT spec-
trum as can be seen from the positive part of the dis-
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tribution. On the other hand, jet yield per trigger in
the negative part of the spectrum does not depend on
trigger pT. This part of the distribution is dominated
by the cases where the trigger hadron was associated
with a background jet. Assuming that the number of
background jets is independent of trigger pT we intro-
duce the following observable

∆recoil =
1

Ntrig

dNjet

dpT

∣

∣

∣

∣

TT[20,50]

− 1
Ntrig

dNjet

dpT

∣

∣

∣

∣

TT[8,9]

(1)
where Ntrig is the number of trigger hadrons in the
given bin. The subtraction removes the contribution
of the background jets in the ∆recoil distribution. An-
other advantage of this observable is that it does not
impose any bias on the jet fragmentation.
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Figure 2. Top: Per trigger normalized pT spectrum of
anti-kt R = 0.4 recoil charged jets associated with a
[20,50] GeV/c trigger hadron in pp at

√
s = 7 TeV.

Systematic uncertainties on the measured data are
marked by the gray boxes. ALICE data are compared to
PYTHIA Perugia tunes. Bottom: Ratio of the data sets
w.r.t. to the Kaplan function fit of the measured data.

The medium-induced modification of jet fragmen-
tation is studied by the ratio ∆IAA = ∆Pb-Pb

recoil /∆
pp
recoil

where the reference ∆pp
recoil spectrum is measured in pp

collisions at the same center-of-mass energy. Owing to
the limited statistics of the pp data at

√
s = 2.76 TeV

the reference spectrum was determined by means of
the PYTHIA event generator using Perugia 10 tune
[8]. To test the reliability of PYTHIA as a reference
its predictions were compared with the data measured
in pp at

√
s = 7 TeV (168 M minimum bias events

from 2010). The analysis of recoil jet spectra in pp at√
s = 7 TeV closely followed the Pb–Pb data analysis.

Underlying event activity was estimated in a R = 0.4
cone rotated by 90 deg in azimuth w.r.t. the leading

jet in event. The corrected spectra are compared with
spectra generated by the PYTHIA Perugia tunes, see
Figure 2. Our studies suggest that the Perugia 10 tune
provides the best description of the data.

Figure 3 presents ∆IAA evaluated using pp ref-
erence from PYTHIA Perugia 10. The ∆IAA ratio
exhibits a suppression of the recoil jet yield in Pb–Pb
relative to pp which reflects the jet quenching phe-
nomenon. Within the statistical and systematic un-
certainties no pT dependence is observed.
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To conclude, hadron-jet correlation observables
represent a promising way to study modification of
jet fragmentation in medium. Their main advantage
is that they do not impose a fragmentation bias on
the recoil jet and in addition, they allow to study low
pT jets with large radii and with a minimum infrared
cutoff.
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Abstract. Magnetic fluid in the presence of external magnetic field can consist of individual
magnetic nanoparticles, dimers and higher oligomers, chains, clusters and their various
combinations. These structures can be studied by acoustic spectroscopy, because they interaction
with acoustic wave causes its additional absorption. The changes in the acoustic attenuation
observed in the magnetic fluid transformer oil based subjected to a jumped magnetic field were
significant. The time development of acoustic attenuation allows characterizing the processes
during the measurement. After the magnetic field removal, the decrease of attenuation depends on
the lifetime of nanoparticle structures. However, the temperature of magnetic fluids had also very
important influence on the structural changes because of the mechanism of thermal motion that
acts against the cluster creation.

1 Introduction

Nanotechnology is very progressive research area and
their results can be found in many parts of our daily
life. Nanoparticles are used in technology, biology,
chemistry and other areas to improve the properties
of various materials. Magnetic fluids containing mag-
netic nanoparticles have also interesting physical prop-
erties that have found wide application in technol-
ogy and medicine. The transformer oil-based mag-
netic fluids can have better thermal and insulating
properties and their dielectric breakdown strength is
changed [1, 2].

One of the useful methods of studying changes in
the ferrofluid structure is based on the measurements
of changes in the acoustic wave attenuation ∆α under
the influence of an external magnetic field. The inter-
action between the acoustic waves and the magnetic
nanoparticles or their combination leads to additional
attenuation of acoustic wave compared to that in the
carried liquid, so we can indicate characteristic prop-
erties and structure of magnetic liquid.

Acoustic wave propagation in magnetic fluid was
studied by several authors both theoretically and ex-
perimentally [3–5]. Under the effect of an exter-
nal magnetic field the nanoparticles of magnetic fluid
become arranged into agglomeration, forming chains
stiffening the liquid structure. From computer simu-
lations results that chainlike clusters are formed along
magnetic field direction, but clusters can have various
shapes.

In the present contribution the measurements of
the acoustic wave attenuation for the frequency 12.65
MHz as a function of magnetic field at different tem-
perature were performed in the experimental arrange-
ment already described [6].

2 Experimental results

The magnetic fluid (MF) used in experiments con-
sisted of magnetite nanoparticles (FeO.Fe2O3) with
the mean diameter d = 9.8 nm (σ = 0.28 nm) and
various concentration (Table 1) coated with oleic acid

as a surfactant that were dispersed in transformer oil
MOGUL.

Volume fraction 0.5 % 1.0 % 2.0 %

Density [g/cm3] 860 890 920

Magnetization [mT] 2.3 3.4 6.3

Table 1. The parameters of used magnetic fluid

The attenuation of acoustic wave in magnetic fluid
depends on the applied magnetic field, the rate of
its changes and the temperature as well as the con-
centration of nanoparticles. Figures 1(a–c) present
the changes of acoustic attenuation for jump change
of magnetic field from zero to the constant of value
300 mT during next 60 minutes. The change of acous-
tic attenuation at the jump change of magnetic field
was practically immediate. For the 0,5% and 1.0% MF
attenuation increases with similar course for all tem-
peratures during the first 50 minutes until it reaches
constant values, the magnitude of which depends on
used temperature. In the case of 2.0% MF for 22 ◦C
and 30 ◦C the development of acoustic attenuation at
first increases during tenth of minutes until it reaches
maximal value that time position depends on temper-
ature. After reaching its maximum the acoustic at-
tenuation slowly decreases to the constant value cor-
responding to a new state of equilibrium. After the
magnetic field is switched-off, the acoustic attenua-
tion decreases to its initial value. From the longtime
of decrease it follows that the lifetimes of the created
structures are several tenth of minutes.

The changes of acoustic attenuation are the reflec-
tion of structural changes caused by rearrangement of
magnetic nanoparticles inside magnetic fluids. These
structural changes are the results of the interaction
between the external magnetic field and the magnetic
moment of the nanoparticle in magnetic fluids. There
are various types of structures like: dimers, trimmers,
higher oligomers, think or rough chains, clusters and
their various combinations.
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Figure 1. Experimental data of acoustic attenuation for
jump change of the magnetic field to value 300 mT

measured at various temperatures for 0.5% (a) 1.0% (b)
and 2.0% (c) magnetic fluid based on MOGUL.

The application of the constant magnetic field
clearly induces that processes leading to the creation
of structures are time dependent and step-by-step.
This means gradual increase of nanoparticles into
structures. Firstly dimmers than trimers and higher
oligomers are created. As in this case the magnetic
field is relative strong so we can suppose the exis-

tence of long thin chains, clusters or rough chains.
For 2.0% MF the structural changes are similar until
to the maximum of the change of acoustic attenua-
tion. The observed following decrease of the acoustic
attenuation is caused by new process of mutual cou-
pling of chains. As a result of coupling of thin chains
are rough chains or clusters. Under rough chains we
can assume the formation of several bulks consist of
several (2–5) nanoparticles, where similar results give
also numerical simulations. In the case of cluster in
bulk there are more than 6 nanoparticles. The mea-
surements were done also at various temperatures and
for all cases we can see its strong influence on the
change of acoustic attenuation. At lower temperature,
the creation of nanoparticles structures is more effec-
tive because Brown thermal motion is not so effective
to destroy these structures. The thermal motion in-
creases with increasing temperature those results in
decrease of both number and size of structures. The
reduced size of clusters and shorter length of chains
then induce the decrease of acoustic attenuation.

3 Conclusion

The influences of both magnetic field and temperature
on the structures of investigated magnetic fluids based
on the transformer oil MOGUL were observed using
acoustic spectroscopy. The effect of external magnetic
field on the creation of structures of nanoparticles in
magnetic fluids was confirmed and their influence on
the development of attenuation was described. At
concentration under 2.0 % the stabilization effect after
some time was observed. The measurements also con-
firmed that the lifetime of these structures or clusters
is relative long.
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Abstract. Catalysts degradation due to substrate oxidation is one of the main problems in hydrogen
fuel cells. We tested corrosion stability of platinum metal deposited on two substrates. We used
SIGADUR® G glassy carbon and SIGADUR® G glassy carbon modified with titanium nitride.
Both materials show high resistance toward oxidation which should increase also stability of
platinum catalysts. We performed accelerated stability tests emulating fuel cell in operation.
Platinum catalysts deposited on these substrates show improved stability when compared to
traditional substrates based on VULCAN XC72.

1 Introduction

In the past decade the fuel cell technology has made
significant progress towards commercialization. Poly-
mer electrolyte membrane fuel cells (PEM FC) re-
ceived broad attention because their portability makes
them suitable for automotive applications. The cost
and the durability of a PEM fuel cells system are
the major problems hindering their commercializa-
tion [1, 2].

Currently, the carbon black supported platinum
nanoparticles (Pt/C) remain the state-of-the-art elec-
trocatalysts and Vulcan XC-72 carbon black is the
most popular catalyst support. It has been shown [3,
4], that standard carbon support undergoes corrosion
under the oxidizing conditions present in the fuel cell,
which leads to degradation of catalyst and significant
reduction of the PEM fuel cell life time.

In this regard, it is important to explore supports
with high corrosion resistance. Titanium nitride is a
promising support material because of good electri-
cal conductivity and outstanding corrosion resistance.
TiN can outperform standard carbon supports [5].

In this study we compare performance of this
material with another promising substrate material,
namely SIGRADUR® G glassy carbon, which is specif-
ically formulated to be extremely stable at highly ox-
idizing conditions.

2 Experimental

Two types of substrates were used, namely:
SIGRADUR® G glassy carbon (Sigradur GC) and 10
nm TiN layer to sputtered on Sigradur GC (TiN).
On both types of substrates we sputtered 1, 5 and
10 monolayers (ML) of Pt.

These six samples were characterized by scan-
ning electron microscopy (SEM) and atomic force mi-
croscopy (AFM). SEM images were taken with VEGA
(TESCAN) electron microscope at 30 keV.

Electrocatalytic activity of platinum deposited on
Sigradur GC and TiN was performed in standard three
electrode set up with potentiostat (Autolab PGSTAT
302N). A silver / silverchloride electrode (3M KCl) is
used as a reference electrode. All samples were cycled

1000 times between −0.125 V to 1.075 V with scan rate
50 m·s−1 in 0.1 M HClO4 electrolyte at room temper-
ature. Electrochemical surface area (ECSA) in cm2

was calculated from the area under the hydrogen des-
orption peaks of CV curves in the beginning and after
1000 cycles. Current density was calculated from the
geometric area of the substrates.

Figure 1. SEM images of (a)–(c): 1, 5, 10 ML Pt on
Sigradur GC; (d)–(f): 1, 5, 10 ML Pt on TiN after

1000 cycles. Magnification 70 kx.
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3 Results and discussion

3.1 Morphology characterisation

Surface of both type of substrates Sigradur GC and
TiN before cycling was smooth and without defects.

Figure 1 (a–c) shows samples with 1, 5 and 10ML
of Pt on Sigradur GC after 1000 cycles; (d-f) repre-
sents samples with 1, 5 and 10ML Pt on TiN after 1000
cycles. From these images it can be seen that all TiN
samples changed morphology after potential cycling
resulting in formation of cracks and even individual
islands and particles. Most likely lower stability of
Pt films on TiN is caused by lower adhesion between
these two materials. Pt films on Sigradur GC are very
stable, we observed only change of morphology with
5 ML Pt thin films.

3.2 Electrochemical characterisation

Figure 2 (a) and (b) shows characteristic CV curves
of 1 ML Pt on Sigradur GC and TiN respectively in
0.1M HClO4. The ECSA for the TiN samples shows
significant decrease after 1000 cycles when compared
to Sigradur GC. Table 1 shows calculated ESCA de-
crease in % for both types of substrates.

Figure 2. Cyclic voltammograms of (a) 1ML Pt on
Sigradur GC, (b) 1ML Pt on TiN in 0.1M HClO4 at

50 mVs-1.

Loss of ECSA (%) Sigradur GC TiN

1 ML Pt 24 88

5 ML Pt 28 35

10 ML Pt −7 16

Table 1. Loss of electrochemical surface area (ECSA)
from cyclic voltammograms

4 Conclusions

* SEM measurements show that Pt films on Sigradur
GC are very stable.

* From electrochemistry measurements it was con-
cluded that ECSA of Pt on Sigradur GC after 1000
cycles is larger than the ECSA of Pt on TiN sput-
tered on Sigradur GC.

* Literature describes TiN as one of the most cor-
rosion resistant substrates for PEM electrocata-
lysts. We find that Platinum thin films deposited
on SIGRADUR® G glassy carbon are even more
stable. Our results show that SIGRADUR® G is a
very promising substrate for manufacturing highly
stable catalysts.
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Abstract. The response of semiconductors and dielectrics to voltage pulses resulting in capacitance
and/or current transients is a proven method of analysis of defect states in the gap of materials.
Whereas the capacitance response reflecting the relaxation of depletion layer in pn or Schottky

junctions requires sufficiently high conductivity, the current or charge transients also from
low-conductivity semiconductor structures or insulators can be analyzed. In focus of this
contribution is the second method. Recently the sensitivity of a setup was increased to make the
method applicable locally [1]. For good reproducibility of data the positioning of the probe, i. e.
reproducible probe-to-surface distance or force pressing the tip to the surface, is now ensured using
a tuning-fork-based lateral force AFM. We call the instrument Scanning Charge-Transient
Microscope (SQTM). We present results obtained on graphene oxide monolayer.

1 Introduction

Since its invention, the scanning probe microscopy has
become the probably most frequently used imaging
tool, offering up to atomic resolution. Though its abil-
ity to correctly image surface morphology developed
to a high level, its analytical abilities lag behind mi-
croscopies utilizing electron or ion beams. The goal of
the present contribution is to introduce the possibility
to analyze electrically active defects in semiconductor
and dielectric structures.

The defects of interest are e.g. deep levels in the
gap of the material or relaxation of injected charge
carriers in organic semiconductors. The method we
consider in this respect useful is a modification of Deep
Level Transient Spectroscopy. It has two main mod-
ifications. The original capacitance-transient spec-
troscopy [2] can be applied to semiconductors with
high conductivity, in which it reflects the relaxation of
the depletion layer boundary. More generally applica-
ble is the current- or charge-transient modification [3],
which can be applied also to less conducting systems.

The temperature scan used in DLTS is not appli-
cable in microscopy, in which analysis of many points
is the goal. Instead of it suitable isothermal scans are
used.

The method applied macroscopically uses planar
electrodes deposited to the surface of the sample and
the problem is one-dimensional. If one of the elec-
trodes is replaced by a sharp tip, the geometry be-
comes three-dimensional. Thus the effective electrode
area will change depending on the tip/sample sepa-
ration in contactless, or the surface deformation in
contact mode. Thus precise positioning of the probe
is prerequisite to achieve reproducible results.

2 The microscope

The scanner is built from bimorph piezoelements [4].
Its low height enables short connection of the probe
to the input. This reduces the capacitance loading
and the consequent decrease of sensitivity. The outer
electrodes of the parallel bimorphs are grounded, thus

forming an effective shield. Active is the central brass
electrode. Double-S bending is achieved by inversely
polarized ¼ long end sections of the plates.

The probe uses a quartz tuning fork perpendic-
ular to the imaged surface, with a sharpened 80µm
tungsten wire, soldered to one of the electrodes. The
tip oscillates parallel with the surface. Operation in
AFM mode corresponds to lateral force sensing. The
arrangement ensures smaller stray capacitance then
would result with fork approximately parallel with
the surface. Direct connection of the probe tip to the
tuning fork enables two-wire connection, simplifies its
construction and exchange of probes.

The preamplifier is a switched integrator. Dur-
ing the excitation pulse the integrating capacitor is
shorted, which prevents overloading. The integra-
tion takes place on a 70 fF capacitor, in the feedback
of FET-input operational amplifier. Integration of
437 electrons yields 1 mV output voltage. The the-
oretical, though yet not achieved resolution is 67 elec-
trons.

2.1 Operation in AFM mode

Although the role of the tuning fork sensor connected
to a phase-locked loop circuit is primarily to control
the tip to surface distance, the instrument is at the
same time also a lateral force AFM. With a driving
voltage of 0,6 mV the tip oscillates with sub-nm am-
plitude.

A dc input current, either leakage through the
saample or amplifier input current would sooner or
later overload the integrator. Therefore it is periodi-
cally discharged shorting the integrator capacitor. At
a maximum output voltage of 2 V and 1 pA charging
current it has to happen every 140 ms. During the
discharging the PLL circuit is blocked to prevent im-
proper reaction.

2.2 Operation in IQTS mode

The charge-transient spectroscopy can operate either
in contact- or non-contact mode. In the second case
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the transients are recorded through the series capac-
itance formed between the tip and the sample, what
reduces the sensitivity. On the other hand, if a large
dc current (in excess of a few pA) would flow through
the sample, contact mode would require too frequent
discharging and thus limit the applicable time span of
recording the transients.

3 Results

Figure 1 shows an LF AFM image of graphene oxide
film, deposited by LB technique to ITO on glass. Fig-
ures 2 and 3 show IQT spectra taken in contact- and
non-contact mode.

The transients were converted to peaks using the
scheme ∆Q(t) = Cint [U(t) − 3/2U(2t) + 1/2U(4t)],
which yields the relaxation time τ = tmax. Cint is the
integrator capacitance. To reduce the noise, 20 scans
were averaged. The noise can be further reduced by
off-line filtering [1].

Figure 1. LF AFM image of graphene oxide on
ITO/glass.

Figure 2. Spectra of graphene oxide in contact mode at
zero bias and 3 V excitation pulses of both polarities.

Figure 3. IQT spectra of graphene oxide in non-contact
mode.

4 Conclusions

Though the role of probe position control is the re-
producible tip/surface separation, the setup is suc-
cessfully utilised also as a LF AFM. To cover a large
range of relaxation times the time span of transients
is at least up to approximately tentimes the time of
peak maximum tmax. In systems, in which the ini-
tial state is not affected by preceding excitation, noise
reduction may benefit from averaging multiple scans.
The slowness of the measurement suggests its applica-
tion to selected points rather than to the entire sample
surface.
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Abstract. The paper deals with the calculations of the properties of light atomic nuclei. The
calculations have been performed in the framework of the relativistic mean-field theory with various
model parameterizations. The results of the calculations have been compared with the
experimental results.

1 Introduction

The relativistic mean-field theory is a relativistic
quantum field theory describing atomic nucleus as a
system of relativistic particles interacting through the
meson exchange.

2 The Relativistic Mean-Field Theory

The model [1, 2] starts from a Lagrangian den-
sity (1) including nucleon field, isoscalar-scalar σ-
meson field, isoscalar-vector ω-meson field, isovector-
vector ρ-meson field and electromagnetic field.

L = ψ1 (iγµ∂
µ −M)ψi+

+ψi

[

gσσ − gωγµω
µ − gργµ~τ · ~ρµ − eγµ

1 − τ3

2
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+
1
2
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µσ − 1
2
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2 − 1

4
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2
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− 1
4
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4
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− 1
3
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3 − 1
4
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4 +
1
4
cω (ωµω
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The masses M , mσ, mω, mρ, the coupling constants
gσ, gω, gρ, and the selfinteraction constants bσ, cσ, cω,
are the free parameters of the model. The field equa-
tions follow from the Euler-Lagrange equations in a
standard way. Two approximations are necessary for
their solution. The first one is the mean-field approxi-
mation introduced by replacing the field operators for
mesons and electromagnetic fields by their expectation
values. The second one is the no-sea approximation
realized by exclusion of the filled Dirac sea of negative
energy states.

The nucleon spinor can by written in standard
form (2).
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The ζi represents the isospinor and quantum num-
ber Ωi is the eigenvalue of operator Jz. The compo-
nents of nucleon spinor obey the set of Dirac equa-

tions (3–6).
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The S and V0 denote scalar and vector potentials cal-
culated from scalar and vector fields (7,8).

S = gσσ (7)

V0 = gωω0 + gρτ3ρ
(3)
0 + e

(1 − τ3)
2

A0 (8)

The meson fields and electromagnetic field obey the
Klein-Gordon equations (9–12).
(
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The source terms of Klein-Gordon equations are the
scalar density (13), the vector density (14), the isovec-
tor density (15) and the proton density (16).
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The expression for the total energy (17) can be derived
from Lagrangian density.

E =
∑
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The pairing correlations have been introduced using
the BCS theory [3, 4] and the pairing energy and the
centre of mass correction have been included into the
total energy.

3 Results and discussion

We have performed calculations of the properties of
light even-even nuclei from proton drip-line to neutron
drip-line. The calculations have been performed with
NL-BA [5], NL3* [6], TM1, TM2 [7] and TMA [8] pa-
rameterizations. The calculated binding energies have
been compared with the experimental data taken from
the latest atomic mass evaluation [9]. The differences
between calculated and experimental values obtained
for calcium isotopes are plotted in Figure 1.

Figure 1. The binding energy differences for calcium
isotopes.

We can see the good agreement with experimen-
tal data for all parameterizations from 34Ca to 54Ca.
In this region NL-BA parameterization demonstrates
the best agreement with experimental data. For ex-
tremely neutron-rich nuclei 56Ca and 58Ca NL-BA pa-
rameterization shows the worst results. For 56Ca the
best agreement was achieved with NL3* parameteri-
zation and for 58Ca with TM2 parameterization. In
proton rich region we can observe the perfect agree-
ment for TM1 parameterization in the case of 34Ca
nucleus.

4 Conclusion

The predictions of the relativistic mean-field theory
exhibit satisfactory agreement with experimental re-
sults in the region of light atomic nuclei from proton
drip-line to neutron-drip line. The relativistic mean-
field theory represents one of the most successful nu-
clear models in modern nuclear theory.
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Abstract. In this work, we study configurational and melting properties of a system of finite number
of small disc magnets moving on an air layer produced by an air table to imitate two-dimensional
(2D) Wigner-like crystal. By changing the velocity of the air current blown to the air table we
influence effective temperature calculated through particle velocities. Our results show, that a 2D
hexagonal lattice forms at low temperature while with increasing temperature we can observe a
change of the lattice symmetry from hexagonal to square. The dependence of averaged number
density of defects on the temperature exhibits sudden increase indicating transition to the liquid
phase. Particle trajectories in this phase reveal the surprising square shell structure. Experimental
results are compared with a molecular dynamics simulation based on Verlet algorithm.

1 Introduction

The study of self-organization of particles is important
for both fundamental research and applications. For
example in the fabrication of nano-structured parti-
cle systems and in soft-matter physics which include
colloids, liquid crystals, foams, granular materials and
even biological tissues.

We are used to speak about crystals for systems
composed of atoms or molecules. However in 1934
Paul Wigner predicted theoretically that electrons at
certain conditions crystallize and form a lattice. In
1979 Wigner crystallization of electrons on the sur-
face of liquid helium was reported [1]. Since that other
related systems which exhibit Wigner crystal-like or-
dering were studied. They are e.g. colloidal systems,
dust particles in plasma, 2D superconducting vortex
lattice.

The structural and dynamical properties of small
classical 2D clusters confined in circular confinement
have been a subject of recent experimental studies and
computer simulations [2]. It was found that there is a
competition between two types of ordering: ordering
into triangular lattice structure and ordering into a
shell structure, which leads to clusters with interesting
self-organized patterns that show concentric shells at
small N hexagonal cores surrounded by circular outer
shells at large N.

In our work, we study new experimental system,
where Wigner–like crystal can be observed. It is a
system of finite number of small disc magnets moving
on an air layer produced by an air table. Our work
is related also to thermal-like behaviour of granular
systems, studied e.g. in [3, 4].

2 Method

In our experiment we place 64 disc magnets on rectan-
gular plexiglass pad with small holes. Magnets repel
each other by dipolar magnetic interaction. Magnets
are moving freely on an air layer. We can influence

their velocities by changing the flow rate of air blown
to the air table. We record the system with a webcam
and we trace trajectory of each particle by analyzing
the video. More details of the method are given in [5]
of this proceedings. At constant intensity of air blow-
ing into air table steady state is achieved and we define
the effective temperature τ =

(
∑

v2
i

)

/N , where vi is
velocity of i-the particle, N is the number of particles.

Second part of this work is devoted to a molecular
dynamics simulation of a similar system. We used the
Verlett algorithm [6] to compute the positions of the
magnetic dipoles in 2D system. Magnetic moments
of the particles are perpendicular to the plane so they
interact by repulsive dipolar magnetic interaction with
each other and also with the square system border.

3 Results

In the plot of trajectories in Figure 1 we can no-
tice that at low temperature 2D hexagonal lattice is
formed, particles oscillate only around their equilib-
rium positions in both the experiment and the simu-
lation. Increase of the temperature causes the move-
ment of particles around the whole system area and
despite of that trajectories create underlying square
lattice with regions of larger particle presence proba-
bility.

a) b)

Figure 1. a) Particle trajectories from the simulation.
τ = 0.15 cm2s−2 (left), τ = 12 cm2s−2 (right). b) Particle
trajectories from the experiment. τ = 0.6 cm2s−2 (left),

τ = 12.9 cm2s−2 (right).

The topological defects play a role in melting pro-
cess. In Voronoi diagrams shown in Figure 2 the de-
fects (non six-sided cells) are marked by green colour
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for sevenfold and by blue colour for fivefold coordina-
tion number. Figure 3 plots the dependence of aver-
aged number density of defects on effective tempera-
ture where suddden change of the slope indicates tran-
sition to the liquid phase.

a) b)

Figure 2. a) Voronoi diagrams from the simulation.
τ = 0.15 cm2s−2 (left), τ = 12 cm2s−2 (right). b) Voronoi

diagrams from the experiment. τ = 0.6 cm2s−2 (left),
τ = 12.9 cm2s−2 (right).

Figure 3. Averaged number density of defects vs
reduced temperature. Insert: Plot of number of n-fold
coordinated particles in dependence on temperature.
With increasing temperature the amount of particles

with 6 (red) neighbours decreases and amount of
particles with 5 (blue) and 7 (green) neighbours;

a) experiment b) simulation.

The increase of the temperature causes the move-
ment of particles around the whole system area and
despite of that trajectories create underlying square
lattice with regions of larger particle presence prob-
ability. We suppose that it reveals a similar phe-
nomenon as in circular shell structure described in [2].
For a better illustration of the underlying square lat-
tice in the liquid phase, we made a program to draw
the probability of particle presence in a 3D graph.
Here we can clearly see the square symmetry of areas
with higher probability of a particle presence. How-
ever it looks more like a square shell structure, rather
than a regular square lattice. The particle diffusion
arises first in the square shells while inter shell diffu-
sion is less probable. This hopping process is more

a) b)

Figure 4. a) Voronoi diagrams from the simulation.
τ = 0.15 cm2s−2 (left), τ = 12 cm2s−2 (right). b) Voronoi

diagrams from the experiment. τ = 0.6 cm2s−2 (left),
τ = 12.9 cm2s−2 (right).

probable in the centre of the system area than near
the border.

4 Conclusion

We have studied the melting behaviour in experimen-
tal two–dimensional square system of small disc mag-
nets with repulsive dipolar interaction moving on an
air layer. The results of experiment we compared with
molecular dynamics simulation and similar features
were found. 2D hexagonal lattice forms at low tem-
perature. The dependence of averaged number density
of defects on the temperature exhibits sudden increase
indicating transition to the liquid phase. Particle tra-
jectories in this phase reveal the surprising square shell
structure. Our work belongs to a broad, intensively
studied region of self organization phenomena in sys-
tems of particles interacting through various types of
interactions.

References

[1] C. Grimes, G. Adams, Phys. Rev. Lett. 42, 795
(1979).

[2] M. Kong, B. Partoens, F. M. Peeters, Phys. Rev.
E, 67, 021608, (2003).

[3] R. P. Ojha, P. A. Lemieux, P. K. Dixon, A. J. Liu,
D. J. Durian, Nature 427, 521 (2004).

[4] P. M. Reis, R. A. Ingale, M.D. Shattuck, Phys.
Rev. Lett. 96, 258001 (2006).

[5] M. Géci, M. Liščinský, M. Šviková, see contribu-
tion in this proceedings, p. 37.

[6] F. Ercolessi. A molecular dynamics primer.
WWW: http://www.fisica.uniud.it/

~ercolessi/md/md/node30.html.

66

http://www.fisica.uniud.it/~ercolessi/md/md/node30.html
http://www.fisica.uniud.it/~ercolessi/md/md/node30.html


18th Conference of Czech and Slovak Physicists, Olomouc, Czech Republic, September 16–19, 2014

Photoelectric transport properties of BiOX (X = Cl, Br, I) semiconductors

D. Lotnyk1, V. Komanicky1, V. Bunda2, and A. Feher1

1dmytro.lotnyk@student.upjs.sk, Centre of Low Temperature Physics, Faculty of Science, P. J. Šafarik University & IEP
SAS, Park Angelinum 9, 041 54 Kosice, Slovakia
2Transcarpatian State University, Uzhorod, Ukraine

Abstract. In this work transport properties of photosensitive semiconductors bismuth oxyhalides
BiOX (X = Cl, Br, I) single crystals were investigated. We chose these compounds because they
exhibit promising magnetooptical properties and are good substrates for both low temperature
superconductor (Nb) and high temperature superconductor (YBa2Cu3O7−δ) thin films. We
experimentally obtained temperature dependences of resistivity for BiOX single crystals without
laser excitation and under laser excitation. We used lasers with wavelength 532 nm (or 2.33 eV)
and 640 nm (1.93 eV); and measurements were performed in a in-plane and out-of-plane geometry;
at a zero and 1T magnetic fields. The most promising results were obtained for BiOI sample under
both 532 nm and 640 nm laser excitations. For this sample metal-insulator transition was observed.
Such behavior could be explained by the lowest indirect energy band from all three studied
semiconductors gap (Eg(BiOI) = 1.85 eV; Eg(BiOBr) = 2.76 eV; Eg(BiOCl) = 3.44 eV) and the lowest
Debye temperature θD ≈ 146 K (θD ≈ 168 K for BiOBr and 205 K for BiOCl).

1 Motivation

In order to study electrical properties of photosen-
sitive semiconductor/superconductor heterostructures
it is necessary to obtain transport properties of pho-
tosensitive semiconductors. We chose bismuth oxy-
halides BiOX (X = Cl, Br, and I) single crystals due
to their promising magneto-optical properties [1]. We
also chose these materials because of their following
advantages:

1. surface smoothness makes them suitable deposi-
tion substrates for both low temperature super-
conductor (Nb) and high temperature supercon-
ductor (YBa2Cu3O7−δ);

2. they contain oxygen and do not further oxidize
even on air at elevated temperature. For this
reason they should not cause oxygen deficiency
in oxygen containing superconductors;

3. crystalline structure is similar to YBaCuO (see
Table 1), in particular, BiOX and YBCO are lay-
ered compounds with similar lattice parameters.

2 Crystalline structure

The crystallinity and morphology of the BiOX crys-
tals was examined by X-ray diffraction (XRD), and
field effect-scanning electron microscopy (FE-SEM).
The lattice parameters were refined by X-ray powder
diffraction data with a Si internal standard (high pu-
rity) and by using a least square method. All of the
sharp diffraction peaks in the XRD patterns were per-
fectly indexed as pure phase of BiOCl, in good agree-
ment with the standard JCPDS file (No. 06-0249)
of BiOCl. A Laue photograph taken parallel to the
large face of the platelets showed clearly a fourfold
symmetry axis characterizing (001) planes of a mat-
lockite tetragonal PbFCl-like structure (see Figure 1)
D7

4h − P 4
nmm (No. 129) [2] with two formula units in

the unit cell and the following atom position [3]:

•2Bi in position (2c) (0, 1/2, z)(1/2, 0, z̄) of 4mm
(C4v) symmetry

•2O in position (2a) (0, 0, 0)(1/2, 1/2, 0) of 4̄2m
(D2d) symmetry

•2X in position (2c) (0, 1/2, z′)(1/2, 0, z̄′) of 4mm
(C4v) symmetry

Figure 1. Structure unit cell for BiOX compound.

Compound Structure Lattice parameters, A

BiOCl Tetragonal a = b = 3.883, c = 7.347

BiOBr Tetragonal a = b = 3.915, c = 8.076

BiOI Tetragonal a = b = 3.984, c = 9.128

Nb FCC a = b = c = 3.3004

YBCO (δ < 0.4) Orthorhombic a = 3.82, b = 3.89, c = 11.68

YBCO (δ > 0.4) Tetragonal a = b = 3.84, c = 11.68

Table 1. Comparative table of lattice parameters of
BiOX, Nb and YBa2Cu3O7−δ.

3 Experimental methods

Electric transport measurements were performed at
the commercial Physical Property Measurement Sys-
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tem (PPMS) using external electrometer Keithley
6517B. Schematic diagrams of experimental and mea-
surement set-ups. Thermal contact was implemented
by installing sample on a massive Cu plate. Sam-
ple was insulated from Cu plate using thin sapphire
plate. Temperature and magnetic field were controlled
by PPMS apparatus interfaced with PC through QD
server program provided by Quantum Design. Resis-
tivity was measured by electrometer Keithley 6517B.
Laser excitations with 532 nm (2.33 eV) and 640 nm
(1.94 eV) were obtained by two CNI laser devices with
the power 300 mW and 200 mW, respectively.

4 Results and discussions

Figure 2 shows the temperature dependences of the
photoconductivity (a) and conductivity for BiOI sam-
ple in out-of-plane and in-plane geometry, respec-
tively. As one can see laser excitation (532 nm and
640 nm) significantly improves conductivity properties
of the considered samples (green and red curves). We
can see the colossal increase in photoconductivity (up
to 1000 times) obtained in BiOI at temperatures near
10 K for both geometries. Such behavior could be ex-
plained by the lowest indirect energy band from all
three studied semiconductors gap (Eg(BiOI) = 1.85 eV;
Eg(BiOCl) = 2.76 eV; Eg(BiOBr) = 3.44 eV) and the
lowest Debye temperature θD ≈ 146 K (θD ≈ 168 K
for BiOBr and 205 K for BiOCl). High conductivity
plateau observed at temperatures near 90 K at both
excitations could be useful for investigating transport
properties of photosensitive semiconductor/high tem-
perature superconductor (e.g. YBa2Cu3O7−δ) het-
erostuctures under laser excitation while low resistiv-
ity behavior under green laser excitation was observed
down to 4 K which allows to investigate transport
properties of photosensitive semiconductor/low tem-
perature superconductor (e.g. Nb) heterostuctures.

5 Conclusions

1. The most promising results were obtained for
BiOI sample under both 532 nm and 640 nm
laser excitations. For this sample metal-insulator
transition was observed. Such behavior could
be explained by the lowest indirect energy
band from all three studied semiconductors gap
Eg(BiOI) = 1.85 eV and the lowest Debye temper-
ature θD = 146 K.

2. Low resistivity behavior under green laser
excitation in BiOI sample allows to inves-
tigate transport properties of photosensitive
semiconductor/low temperature superconductor
(e.g. Nb) heterostuctures while investigating
of the transport properties of photosensitive
semiconductor/high temperature superconduc-
tor (e.g. YBa2Cu3O7−δ) heterostuctures is pos-
sible under both laser excitations.
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Figure 2. Temperature dependence of excess
conductivity for BiOI in out-of-plane geometry (a) and

temperature dependence of conductivity in in-plane
geometry.
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Abstract. We report the intercalation of highly ordered pyrolytic graphite (HOPG) with alkali
atoms (Li and K) using liquid ammonia. While the liquid ammonia alkali intercalation route of
carbonaceous compounds is well known, to our knowledge it is the first report with the aim to
intercalate HOPG. We characterize the successful intercalation by the apparent color change of the
samples and the occurrence of the electron spin resonance signal due to the electron charge transfer.
It is suggested that this synthesis route may facilitate the chemical exfoliation of graphite which
could lead to high quality and defect free graphene.

1 Introduction

Alkali atom intercalation of carbonaceous phases has
lead to the discovery of several compelling physical
phenomena including e.g. superconductivity at rela-
tively high temperatures (Tc = 11.5 K in CaC6 [1]
and Tc = 33 K in Cs2RbC60 [2]), spin-density wave
states [3], one-dimensional polymers [4]. Concern-
ing applications, the use of Li intercalated graphite
is widespread as anode in Li-ion batteries. More re-
cently, the alkali atom intercalation found an impor-
tant application as a first step toward chemically exfo-
liated graphene [5–7]. The latter material is prospec-
tive for a broad range of applications.

Conventional intercalation of graphite with alkali
atoms include the vapor phase method, which is use-
ful for the heavier alkali element (K, Rb, and Cs)[8].
Therein an excess amount of the alkali atoms are kept
in a sealed quartz or glass ampoule at elevated tem-
peratures together with the graphite flakes or pow-
der. The alkali-graphite stages are controlled by the
relative temperature between the graphite and the al-
kali atoms [8]. This method is however more difficult
for Li and Ca as these have higher boiling temper-
atures where the alkali atoms react with the quartz
ampoule. Li intercalation of graphite was success-
fully performed using stainless steel containers [9].
An alternative method is the so-called immersion one;
therein graphite is immersed into molten Li [10–12] (or
Ca:Li mixture for the synthesis of CaC6 [1]). However,
this method has several limitations: i) there is a rela-
tively narrow temperature window for Li intercalation
between around 350−400◦C as at higher temperature
Li forms carbides [10], ii) even around 400◦C, the in-
tercalation requires several hours, iii) the method is
only conceivable for HOPG disks as Li covers the sam-
ple surface, iv) control of the staging phenomenon is
more difficult as depends sensitively on the tempera-
ture.

Herein, we report on a novel intercalation method
of graphite with Li using liquid ammonia which has
several advantages over the conventional methods (va-
por or immersion). The method proceeds at sub-zero
temperatures i.e. it is carbidization free, it takes only
a few minutes, it works on powder samples, too, and

in principle it can be performed with a stoichiometric
amount of the alkali dopant. We describe the tech-
nical details of the method and the characterization
of the samples using optical microscopy and electron
spin resonance spectroscopy. We also present results
with the same method for K intercalation.

2 Experimental

During sample preparation SPI Grade-1 HOPG discs
with 3 mm of diameter and 50 − 70 µm of thick-
ness have been used. Alkali metals were from Sigma
Aldrich with a purity of 99.9+%. The used amount of
alkali was near stoichiometric (LiC6 and KC8). The
HOPG and alkali was prepared under argon atmo-
sphere in a dry-box. Special, flask-ended quartz tubes
were used to maximize the efficiency of the reaction.
The system used for the chemical synthesis is shown
in Figure 1.

p

Pump

Main valve

V

NH3

V

CH -CH -OH3 2

Ultrasound bath

Inlet system

2

1

V3

Figure 1. The setup used for the alkali intercalation of
HOPG in liquid ammonia.

After the removal of argon on a vacuum stand, 900
mbar of ammonia was introduced to the sample. Liq-
uid ammonia condenses on the sample as long as it is
kept around −50◦C using an ethanol bath (the latter is
cooled with liquid nitrogen). Alkali atoms are known
to dissolve very effectively in liquid ammonia [13, 14].
The dissolution is facilitated with an ultrasonic bath
which surrounds the ethanol container. The reaction
proceeds for about 15 minutes which is followed by
pumping out the ammonia while the sample is heated
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to 200◦C for 30 minutes. Finally, the samples are
sealed under vacuum in quartz capillaries.

The samples were measured in a Bruker Elexsys
E580 X-band ESR spectrometer and photographed in
a Nikon Eclipse LV150N optical microscope.

3 Results and Discussion
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Figure 2. ESR spectra of the prepared samples with
high-resolution bright field (on the left) and dark field
(on the right) optical microscopy images. Both lithium
and potassium intercalated HOPG discs have Dysonian

ESR line-shape.

ESR spectra are presented on Figure 2. and the
insets show bright field (BF) and dark field (DF) im-
ages. We find that lithium intercalated samples have
a golden-yellow color thus identified as Stage-I LiC6.
The potassium doped ones are mostly red with some
yellowish parts which can be interpreted as a mix-
ture of Stage-I and Stage-II systems. It is known that
there exists a metastable state of alkali intercalated
graphite with the approximate stoichiometry of AC10

[15] which has mostly a red color.

Sample w (mT) Phase

Li #1 0.28 27.7
Li #2 0.25 32.5
K #1 1.33 26.4
K #2 1.24 24.7

Table 1. Spectrum parameters of the samples (w width,
Phase when Dysonian is approximated with two

derivative Lorentzians).

In ESR the characteristic line-shapes of conduction
electrons are observed, the so-called Dysonian line-
shapes [16]. This attests the successful bulk interca-
lation of the samples at least down to the skin-depth
(about 10 microns [17]). The line is narrower for Li
intercalation (∼ 0.26 mT) than for K (∼ 1.29 mT)
which is understood in the framework of the Elliott–
Yafet theory of spin-relaxation in metals [18, 19], i.e.
for Li the spin-orbit coupling is much weaker than for
K. We note that pristine HOPG has a linewidth of
about 0.6 mT. The ESR parameters of the spectra
were determined by fitting and the result is summa-
rized in Table 1. The ESR data is in a good agreement
with previous results on vapor and immersion pre-
pared alkali intercalated HOPG measurements [8, 20].
This means that our method provides samples of com-
parable quality to the standard ones.
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Abstract. We analyse identified hadron spectra in transverse momentum with the help of
blast-wave model. Our approach properly includes all resonance decays contributing to hadron
production. The fit is performed for p, p̄, π+, π−,K+,K−,K0,Λ and separately also for Ξ and Ω.

1 Introduction

Hot nuclear matter (fireball) created in ultrarelativis-
tic heavy-ion collisions at LHC expands and cools
down very fast. At Tc ∼ 175 MeV the fireball under-
goes a phase transition from the quark-gluon plasma
phase into the hadron gas phase and the hadrons con-
tinue their collective expansion and cooling until (in
the common interpretation) they first drop out of the
chemical and then out of the local thermal equilib-
rium when their mutual interactions stop and their
momenta are frozen-out.

Observed transverse momentum (pt) spectra carry
information about the state of the fireball at the
freeze-out, in particular about the (kinetic) freeze-
out temperature Tkin and the mean transverse expan-
sion velocity 〈vt〉. Knowledge of these two quantities
for collisions of different centralities and for different
hadron species can give us simple and important in-
sights about the fireball evolution and make it easier
to compare results of experiments at different energies.

This freeze-out state is described by hydrodynam-
ically inspired parametrisations which differ in details
of the assumptions for the density and velocity profiles
or the exact shape of the freeze-out hypersurface. In
our analysis we shall make use of the so-called blast
wave model [1].

An important part of final state hadrons does not
originate directly from the fireball but comes from de-
cays of unstable resonances. In spite of this, this con-
tribution is often omitted in calculations and analyses
due to its computational complexity [2–4]. Here we
compare Monte-Carlo-generated transverse momen-
tum spectra with the data measured in Pb+Pb col-
lisions at

√
sNN = 2.75 TeV by ALICE collaboration

[5–7] with resonance contribution included in the sim-
ulation. This allows us to deduce the values of kinetic
freeze-out temperature and transverse expansion ve-
locity much more reliably than in fits with only direct
thermal production included, e.g. [5].

2 Model

For hadron generation we used the package DRAGON
[8] with the built-in blast-wave model and the proper
treatment of resonances. Chemical equilibrium is as-
sumed to find relative numbers of different hadrons.

The spectrum of directly produced hadrons of type i
is obtained as

E
d3N

dp3
=
∫

gi
mt cosh(η − y)

(2π)3

1
(

exp
(

pµuµ

Tkin

)

+ si

)

× θ
(

1 − r

R

)

r dr dϕ δ(τ − τ0) τ dτ dη . (1)

where τ =
√
t2 − z2 is longitudinal proper time, η =

1
2 ln((t+z)/(t−z)) space-time rapidity, r and ϕ are po-
lar coordinates used in the transverse plane, pµ,mt, y
are respectively 4-momentum, transverse mass and ra-
pidity of the hadron. We use proper quantum sta-
tistical distributions with si = 1 (−1) for fermions
(bosons) and gi the spin degeneracy. This prescrip-
tion assumes sharp freeze-out along the hypersurface
τ = τ0 and uniform density distribution within the
radius R.

The expansion of the fireball is rep-
resented by the velocity field uµ =
(cosh ηt cosh η, sinh ηt cosϕ, sinh ηt sinϕ, cosh ηt sinh η)
where the transverse velocity is vt = tanh ηt =
ηf

(

r
R

)n
. Here ηf parametrises transverse flow

gradient and n the profile of transverse velocity.
The mean transverse velocity is then 〈vt〉 = 2

n+1ηf .
The transverse size R and the freeze-out proper
time τ0 influence total normalisations of transverse
momentum spectra which we neglect in this study.

Resonances are also generated as described by (1)
and then decay exponentially in time according to
their width.

3 Results

We generate Monte Carlo pt spectra for several hadron
species as a function of systematically varied Tkin, ηf

and n parameters. The calculated spectra are then
compared to measured data by ALICE collaboration
[5–7] and the value of χ2 is obtained. The minimum
χ2 then yields the best fit parameters. We performed
fits for p, p̄, π+, π−,K+,K−,K0,Λ,Ξ and Ω hadrons
for several centrality classes from the most central col-
lisions (0-5%) to peripheral collisions (40-60%).

First we fitted only π±,K±, and p, p̄ spectra in or-
der to compare our method to the simple blast-wave
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fits by the ALICE collaboration [5] which do not in-
clude resonance decays. DRAGON/ALICE fits for
the no resonance case are shown in Table 1 for 0-5%
and 40-50% centrality classes. The agreement is good
(small differences are induced by the finite steps in the
Tkin, ηf and n simulation grid). When we switched on
the resonance decays, the DRAGON results changed
significantly as shown in the last two lines of Table 1.
This is in spite of the fact that the pt ranges used
for the fits were chosen by ALICE collaboration to
avoid the region where resonances are expected to be
important.

centralities [%] Tkin (MeV) 〈vt〉
0–5 (no res.) 98/95 0.645/0.651

40–50 (no res.) 110/112 0.572/0.574
0–5 (res.) 82/– 0.662/–

40–50 (res.) 118/– 0.581/–

Table 1. Best fits of Tkin and 〈vt〉 illustrating resonance
contributions and comparison with no resonance fits

In our subsequent fits we included also K0 and Λ
hadrons. We show results (resonances included) for p
and π+ spectra (normalization is arbitrary) for sev-
eral centrality classes in Figures 1, 2. At the high pt

end the bins for which our prediction was more than
10 % away from the data were excluded from the fit
in order to remove nonthermal effects. At the low pt

end the fits forced us to remove the first 9 bins from
the pion spectra – the difference between Monte Carlo
and the data here requires further study, probably an
introduction of a pion chemical potential. Best fit pa-
rameters are summarized in Table 2 for several cen-
trality classes. The temperature rises towards more
peripheral events, which is consistent with a picture
of a smaller size fireball which decouples earlier while
the system is still hot. Also there is little time to build
up a significant transverse velocity.

Ξ and Ω hadrons consistently spoil the joint
fits with other hadrons and had to be fitted sepa-
rately, yielding a higher freeze-out temperature Tkin =
126 MeV (instead of 98 MeV for other species) for the
most central collisions (and likewise for other centrali-
ties). This indicates an earlier freeze-out for multiple-
strange hadrons.

centralities [%] Tkin (MeV) 〈vt〉 χ2/Ndof

0–5 (res.) 98 0.654 0.21
5–10 (res.) 98 0.649 0.27
10–20 (res.) 106 0.642 0.27
20–40 (res.) 114 0.612 0.29
40–60 (res.) 138 0.548 0.34

Table 2. Best fits of Tkin and 〈vt〉 for 8 species
(p, p̄, π+, π−,K+,K−,K0,Λ)
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Abstract. Cascade projects is a competition for high school teams of 3–6 students. The teams with
help from physicists work on projects from particle physics for several weeks and prepare 20 min
presentations which they deliver in their schools. They send videos of their talks to the jury which
selects the best teams. The competition is quite popular.

1 Introduction

Cascade projects spread in Slovakia through Interna-
tional Particle Physics Outreach Group (IPPOG), a
network of physicists and science educators engaged
in informal science education and outreach for particle
physics [1]. IPPOG was formed in 1997. Its growing
membership currently includes representatives from
each member state of CERN, each major experiment
at CERN’s Large Hadron Collider (LHC) and several
physics laboratories in the USA and Europe.

IPPOG's aim is to serve anyone who wants to know
more about particle physics, especially educators and
students (from school to university), raise standards of
global outreach efforts and strengthen understanding
and support of particle physics and related sciences
across the globe. IPPOG can help students telling
them about outreach programs in their area and how
to get involved and point them to recommended learn-
ing resources on-line. Teachers can benefit from rec-
ommended tools and materials for their classroom au-
diences and scientists from recommended tools and
materials to effectively engage young people during
talks, presentations, and discussions.

The group meets twice each year: once at CERN
and once elsewhere. First IPPOG meetings were al-
most exclusively used for exchanging education and
outreach ideas and resources, where each country or
experiment presented their core activities and gained
some insight into outreach efforts elsewhere. Later
IPPOG became more proactive organizing its own ac-
tivities such as International Particle Physics Master-
classes and the database of outreach material. At one
of the meetings I heard a talk about Cascade projects
in Birmingham.

2 Cascade projects

International Particle Physics Masterclasses (MC) of-
fer a chance to high school students to become par-
ticle physicists for one day. They come to a nearby
university, listen to lectures about particles, do the
measurements on real experimental data from LHC
and during final video-conference talk to other stu-
dents elsewhere in the world and physicists at CERN
about their results. Masterclasses seem very success-
ful in motivating high school students. However, it is
only a one day event and some of students are ready
for another adventure. Cascade projects offer a chance
for those who would like to get deeper into the realm

of particle physics. The format was developed at the
University of Birmingham [2].

In the Cascade competition teams of 3–6 high
school students work for several weeks on projects on
topics from particle physics and cosmology and then
make 20 minute presentations at their schools. The
teams are helped by mentors (volunteers from the high
energy physics community) and their teachers. Teams
then send videos of their presentations plus .ppt files
to organizers. Jury selects best teams and invites
them to the Grand Final. The best team in the Final
wins an interesting prize, such as the trip to CERN.
The recommended topics typically include:

– What are we all made of? Atoms – Quarks – ?
– Particle Accelerators – How do they work?
– Medical Applications of Particle Accelerators
– Recreating the Early Universe at the LHC
– Antimatter
– Dark matter
– Quantum nature of elementary particles
– Neutrinos
– Are there more than 3 spatial dimensions?
– Search for new particles. Higgs boson
– History of the Universe

Students can also come up with their own topic which
organizers have to approve.

In Slovakia [3] we started in 2009 with 4 teams and
since then the number of participating teams quickly
rose and stabilized at 15–20 teams/year. We use an-
nual International Masterclasses to advertize Cascade
projects. Teams are usually mixed (boys and girls).
Students have typically 5–6 weeks to work on the
projects. They can consult their mentor. Most teams
exchanged a few emails with mentors, some did not
contact the mentor at all.

Given the time they had, the quality of presenta-
tions was good and some of them were very good and
funny. Nevertheless, many teams tried to cover too
many things and inevitably they were superficial and
made many errors. The lesson we try to teach them is
that “less is often more“.We also hope to teach them
in the future by publishing best presentations on Cas-
cade pages and giving them more time for the projects
(3–4 months rather than 6 weeks). The winning team
in 2011, e.g., did not cover too much but they tried
to be thorough and honest in each concept they in-
troduced and at the same time they were original and
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Figure 1. One of the teams at the Grand Final.

funny. As they put it, „we enjoyed it all the way“.
And so did the audience.

Figure 2. Jury and audience at the Grand Final.

The format is very successful. Students enjoy
working in teams and presenting things. Masterclasses
is a good springboard for Cascade. Most of the teams
are formed from Masterclass participants. The com-
petition is relatively easy to organize. The first round
(presentations at schools) does not require presence of
the organizers nor judges. Grand Final is jointly or-
ganized by one of the high schools and a university.
Teams present their projects in front of the jury and
the high school audience.

Best Cascade projects have the qualities we had
hoped for. Solid scientific content and fresh, enter-
taining presentations which are a fun to watch. Team
members are often interested in pursuing scientific ca-
reer.

3 Rules in Slovakia (short version)

1. Teams consist of 2 or 3 students. Each member
has to contribute in a significant way.

2. The team registers by filling in the registration
form. Chosen topic must be indicated.

3. Recommended topics can be found at http://

fyzika.uniza.sk/cascade/.

4. You can choose your own topic but we have to
approve it.

5. After receiving your registration, we will assign
a mentor to your team. Mentor is not your su-
pervisor but rather a good friend on e-mail. Do
not be afraid to ask him/her questions.

6. Your presentation should be 20 ± 2 min long.

7. Talk only about things which you understand (of
course, many things you will understand only to
a certain level – in that case do not go beyond
that level in your presentation).

8. Presentation must include a .ppt (or .pdf or
.odp) element.

9. We expect your audience to be at least 25 stu-
dents 14–19 years old.

10. After the presentation at your school send us
DVD with:

– video of your presentation in mp4 format
– .ppt (or .pdf or .odp) file
– original registration form
– file with details about audience

11. Send the DVD by . . . . . . date

12. Your presentations will be judged by the jury ac-
cording to these criteria:

– scientific content . . . . . . . . . . . . . . . . . . . . . . . . 50%
– quality of presentation (correct explanation,

audible/entertaining, capturing audience inter-
est, good .ppt . . . . . . . . . . . . . . . . . . . . . . . . . 50%

13. Best 4 teams will be invited to Grand Finals
where they will repeat presentations in front of
jury and invited high school audience.

14. Videos of your presentations can be published on
Cascade web pages.

This work was supported by grant KEGA 022ŽU-
4/2013.
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Abstract. The Compressed Baryonic Matter (CBM) experiment at the Facility for Antiproton and
Ion Research (FAIR) will study heavy-ion collisions at beam energies 2-35 AGeV. The Projectile
Spectator Detector (PSD) of the CBM is a compensating hadron calorimeter, which will measure
projectile spectator nucleons and fragments with the aim to determine reaction centrality and
reaction plane. Results of particles flow simulation and the reaction plane reconstruction
performance with the PSD detector are presented. Directed flow and reaction plane resolution are
simulated for Au+Au collisions using four heavy-ion collision event generators: UrQMD,
DCM-QGSM, LA-QGSM and HSD. Simulations are performed for the range of beam energies
between 2 and 30 AGeV, which covers the expected beam energies of SIS100 and SIS300 accelerator
rings at FAIR. Results are compared with the experimental data from AGS E877, E895 and STAR.

1 Motivation

The Compressed Baryonic Matter (CBM) experiment
will be a dedicated setup for the measurement of fixed
target heavy ion collisions at the future FAIR facil-
ity [1]. It is being designed for the investigation of
the properties of highly compressed baryonic mat-
ter. Projectile Spectator Detector (PSD) is a detector
of non-interacting nucleons and fragments emitted at
very low polar angles in forward direction in nucleus-
nucleus collisions. It will be used to determine the col-
lision centrality and the orientation of an event plane.
A precise characterization of the event class is of cru-
cial importance for the analysis of event-by-event ob-
servables. The study of collective flow requires the
measurement of an event plane.

The PSD is a fully compensating modular lead-
scintillator calorimeter which provides very good and
uniform energy resolution (Figure 1). The calorimeter
comprises 44 individual modules, each consisting of 60
lead/scintillator layers with a surface of 20 × 20 cm2.
The scintillation light is read out via wavelength shift-
ing (WLS) fibers by Multi-Avalanche Photo-Diodes
(APD) with an active area of 3 × 3 mm2 and a pixel
density of 104/mm2.

Figure 1. Layout of the Projectile Spectator Detector
for the CBM experiment.

2 Directed proton flow: Input vs. Data

The accuracy of the collision centrality and the reac-
tion plane determination depends on the multiplicity,
energy distribution of particles and on the amount of
the directed flow v1 that they carry. Directed flow and
reaction plane resolution are simulated for Au+Au
collisions using four heavy-ion collision event gener-
ators: UrQMD [2], DCM-QGSM, LA-QGSM [3] and
HSD [4]. Simulations are performed for the range of
beam energies between 2 and 30 AGeV, which covers
the expected beam energies of SIS100 and SIS300 ac-
celerator rings at FAIR. Example of directed flow as
function of rapidity at 8 AGeV is shown in Figure2.
Protons are chosen for the directed flow comparison
as the most abundant particles in this region.

The slope of proton directed flow at midrapid-
ity for different collision generators compared with
E895 [5] and STAR [6] data is shown in Figur 3. As
one can see, directed flow is very different for different
collision generators and DCM-QGSM seems to be the
most consistent with data all over the SIS100/SIS300
energy range.

Figure 2. Proton directed flow at 8 AGeV at
semi-centrality for different collision generators compared

with E895 data.

757575



Mikhaylov V. et al.: Anisotropic flow and the reaction plane reconstruction with the CBM experiment

Figure 3. Slope of proton directed flow at midrapidity
for different collision generators compared with AGS

E895 and STAR data.

3 Reaction plane resolution with PSD
Reaction plane reconstruction performance is sim-
ulated in CBMROOT environment with GEANT4
Monte-Carlo simulation framework. PSD perfor-
mance study is done for three physics cases. Case 1
– check the effect of detector's acceptance with pure
Monte-Carlo tracks in the PSD geometrical accep-
tance (0.215◦ < θ < 5.0◦ for Ebeam = 2–8 AGeV and
0.115◦ < θ < 2.7◦ for Ebeam = 30 AGeV). Case 2
and Case 3 – check the effect of detector's bias due
to granularity and magnetic field with PSD-geometry
applied and magnetic field B turned OFF/ON. Reac-
tion plane resolution in terms of correction factors for
the directed flow obtained with DCM-QGSM genera-
tor compared with E877 data point is shown in Fig-
ure 4. Even though magnetic field introduces more
bias than PSD granularity, PSD reaction plane reso-
lution is still good. Correction factors obtained are in
good agreement with E877 data [7].

Reaction plane resolution reconstructed with PSD-
geometry applied and magnetic field B turned ON for
four different event generators is shown in Figure 5.
Reaction plane resolution does not differ too much for
different event generators.

4 Summary
Directed flow and reaction plane resolution are simu-
lated for Au+Au collisions using four heavy-ion col-

Figure 4. Reaction plane resolution correction factors
for the directed flow for different simulation cases

compared with E877 data.

Figure 5. Reaction plane resolution for different
collision generators.

lision event generators: UrQMD, DCM-QGSM, LA-
QGSM and HSD for beam energies 2–30 AGeV.

DCM-QGSM generator is the most consistent with
data in terms of flow v1 and gives slightly better re-
action plane resolution.

All the four event generators are in good agreement
with E877 data in terms of reaction plane correction
factors. Even though directed flow of protons differs
significantly for different event generators and data
from AGS E895 and STAR, reaction plane resolution
achieved with PSD is very good for all of them.
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Abstract. We investigated a method for determination of the spin and parity of the Higgs boson in
various H → τ+τ− decays, both the hadronic and leptonic. The method is based on the angular
and energy correlations of final products from the decays mentioned above. Additionally, we
studied the possibility of signal (Higgs boson decay) and background (Z → τ+τ− decay)
discrimination in the case of a spin 1 decaying boson.

1 Introduction

The Higgs boson is the last discovered elementary par-
ticle predicted by the Standard Model of elementary
particles (SM). Existence of the Higgs boson is nec-
essary in the description of the so–called spontaneous
electroweak symmetry breaking and in generation of
particle masses through Brout-Englert-Higgs mecha-
nism (BEH), see [1, 2].

In July 2012 the ATLAS and CMS experiments
at CERN’s LHC announced that they had observed
a new boson consistent with the Higgs boson [3, 4].
The excess of signal over background was observed
in the mass region around 125 GeV. In March 2013,
after updating the ATLAS and CMS results, CERN
announced that the observed particle was indeed a
Higgs boson [5]. However, it remains an open question
whether this is the Higgs boson predicted by the SM
or possibly the lightest of several bosons predicted by
some theories that go beyond the SM. More data are
needed to find the answer to this question.

The most important channels for the detection of
the Higgs boson at the LHC are: H → γγ, H → ZZ(∗),
H → WW (∗), H → τ+τ− and H → bb̄. The Higgs bo-
son decaying to a fermion-antifermion pair is of spe-
cial interest, since the coupling constant depends on
the fermion mass. The decay channel H→ τ+τ− can
also contribute to the determination of the spin and
parity of the Higgs boson.

2 The Higgs boson decays to pair of tau
leptons

We explored the energy correlations of the charged fi-
nal products from the Higgs boson decay to tau lepton
pair, and the possibilities of identifying spin and par-
ity of the Higgs boson. We considered Higgs boson
decays to pair of tau leptons with these subsequent
decays:

H → τ+τ− → (h+ν̄τ )(h−ντ ) (1)

H → τ+τ− → (ℓ+νℓν̄τ )(π−ντ ) (2)

H → τ+τ− → (ℓ+νℓν̄τ )(ℓ−ν̄ℓντ ) (3)
where H is scalar, pseudoscalar, vector or axial vector
decaying boson, h± is π± or ρ± meson and ℓ± is e±

or µ±. The flight directions of final state products are
correlated due to the correlations between spins of tau
leptons and due to the parity violation in weak inter-
actions. SM predicts the existence of one scalar Higgs
boson. There are also theories beyond the SM (such
as the MSSM) in which a number of Higgs bosons

are predicted. The presence of a pseudoscalar Higgs
boson in particular represents one of the crucial differ-
ences between the SM and its extensions. The energy
correlations of a spin 1 decaying particle can be used
to distinguish between the H→ τ+τ− event and its
main background process Z→ τ+τ− in the region of
not very high Higgs boson masses. All calculations
were realized in the first order of perturbation expan-
sion.

3 Calculations and results
We calculated the differential decay width of the CP-
even and CP-odd Higgs boson decay to a tau lepton
pair, and the subsequent decay to hadrons or leptons.
The differential decay width of the vector and axial
vector particle decay to a tau lepton pair was also
calculated. The differential decay width is given by
formula

dΓ =
1

2mH
|M|2 dLIPS4,

where mH is the mass of the decaying boson, |M|2 is
the spin-averaged matrix element squared and dLIPS4

is element of the Lorentz invariant phase space of four
particles. From this differential decay width, we de-
rived the angular distributions and energy correlations
of the charged final products (detailed calculations can
be found in [6, 7]). The angular distribution of the
charged final products can be written in the general
form dΓ

d cos θ+d cos θ−dϕ
∝ (4)

[

K +A×
(

cos θ+ cos θ− +B × sin θ+ sin θ− cosϕ
)]

where θ+ (θ−) is the polar angle of h+/ℓ+ (h−/ℓ−)
in the τ+ (τ−) rest frame with respect to the di-
rection of the τ+ in the Higgs boson rest frame,
φ = φ+ − φ−, where φ+ (φ−) is the azimuthal angle
of h+/ℓ+ (h−/ℓ−) in the τ+ (τ−) rest frame with re-
spect to the direction of the τ+ in the Higgs boson
rest frame. The factors K, A and B are listed below.

3.1 Hadronic decays

Parameters of the angular distribution (Equation (4))
A and B for the decay (1) are listed in Table 1. The
presence of ρ mesons in the final state results in sup-
pression of the angular dependence of the distribu-
tion with respect to the two pion final state topology.
For the decay H → τ+τ− → (π+ν̄τ )(ρ−ντ ) the angu-

lar distribution is suppressed by the factor
m2

τ −2m2
ρ

m2
τ +2m2

ρ
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decaying boson A B

scalar 1 −1
pseudoscalar 1 1

vector − m2
H −2m2

τ

m2
H

+2m2
τ

≈ −1
2m2

τ

m2
H

−2m2
τ

≈ 10−4

axial vector −1 0

Table 1. Parameters of the angular distributions for
the decay H → τ+τ− → (π+ν̄τ )(π−ντ ) and constant

factor K = 1.

and in the case of the H → τ+τ− → (ρ+ν̄τ )(ρ−ντ ) de-
cay the angular distribution is suppressed by the term
(

m2
τ −2m2

ρ

m2
τ +2m2

ρ

)2

.

From Table 1 we can see that CP-even (scalar) and
CP-odd (pseudoscalar) Higgs boson differ in the sign
of B in the formula (4). The (sin θ+ sin θ− cosϕ) term
is strongly suppressed in the case of spin 1 particle
decay in all of the considered processes with charged
hadrons in the final state. In other words, same di-
rection of the transverse momenta components of the
final state hadrons are preferred in pseudoscalar Higgs
boson decays (ϕ = 0), whilst the opposite is true in
scalar Higgs boson decays (ϕ = φ). The energy cor-
relations are identical for both of the considered spin
0 particles - regardless of whether the Higgs boson is
scalar or pseudoscalar particle. Likewise, the distribu-
tions are also identical for both of the considered spin
1 particles, the vector and axial vector Higgs boson.

In the case of the spin 0 decaying boson, the pre-
ferred energy distribution is for one of the charged
hadrons to carry the maximum energy of mH

2 , whilst
the other carries the minimum energy. In the case
of the spin 1 decaying boson the preferred energy dis-
tribution is for both charged hadrons to carry either
the maximum energy or the minimum energy.

3.2 Semileptonic decays

Parameters of the angular distribution (Equation (4))
A and B for the decay (2) are listed in Table 2.

decaying boson A B

scalar −1 1
pseudoscalar −1 −1

vector
m2

H −2m2
τ

m2
H

+2m2
τ

≈ 1
2m2

τ

m2
H

−2m2
τ

≈ 10−4

axial vector 1 0

Table 2. Parameters of the angular distribution for
the decay H → τ+τ− → (ℓ+ν̄τνℓ)(π−ντ ) and constant

factor K = 3.

The contribution of ϕ is strongly suppressed in this
decay. In the case of the spin 0 decaying boson, the
preferred energy distribution is for both charged de-
cay products to carry the minimum energy. In the
case of the spin 1 decaying particle the preferred en-
ergy distribution is for the charged lepton to carry
the minimum energy, whilst the charged pion carries
the maximum energy.

3.3 Leptonic decays

Parameters of the angular distribution (Equation (4))
A and B for the decay (3) are listed in Table 3.

decaying boson A B

scalar 1 −1
pseudoscalar 1 1

vector −
(

m2
H −2m2

τ

m2
H

+2m2
τ

)2

≈−1
2m2

τ

m2
H

−2m2
τ

≈ 10−4

axial vector −1 0

Table 3. Parameters of the angular distribution for
the decay H → τ+τ− → (ℓ+ν̄τνℓ)(ℓ−ντ ν̄ℓ) and constant

factor K = 9.

Contribution of angle ϕ is strongly suppressed in
this decay. The highest probability scenario is for both
charged leptons to carry from this decay the minimum
energy in the case of a spin 0 as well as spin 1 decaying
boson.

4 Conclusion
The energy distribution can be used to determine
the spin and parity of the decaying particle in the
H → τ+τ− decay, in particular in discriminating be-
tween the spin 0 and spin 1 decaying boson. How-
ever, the volume of existing data is currently not large
enough to ascertain a statistically significant result.
We expect about ten times larger statistics to be ob-
tained by the LHC which is scheduled to start up again
in 2015, operating at its design energy of 7 TeV per
beam.
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Abstract. In the summer of 2014 HADES was measuring with secondary pion-beam with the aim to
measure dielepton radiation from baryonic resonances. Most of the beam time was dedicated to
measurement of e+e− production from PolyEthylene target at pion beam momentum of 0.69
GeV/c. In addition we run part of the time with pure carbon target to allow precise subtraction of
carbon contribution to deduce the inclusive e+e− production on hydrogen.

1 Introduction

The HADES spectrometer is installed at SIS18 syn-
chrotronin GSI Darmstadt, Germany. It is designed
to measure systematically production of electron-
positron pairs in elementary and heavy-ioncollisions
at SIS18 energy range. It covers almost full azimuthal
angle and polar angle 18◦ − 85◦.

2 Motivation

A modification of hadron masses and their lifetimes
in nuclear matter at normal density and zero temper-
ature with respect to the values measured in vacuum
has been predicted by recent theoretical calculations
to occur as a precursor phenomenon of the chiral sym-
metry restoration that should take place at high den-
sity and temperature.

3 Experimental Layout

We used PE as well as Carbon targets at pion beam
momentum of 656 MeV/c, 690 MeV/c, 748 MeV/c,
800 MeV/c, see Table 1.

Target p[MeV/c] sum events Data

PE 690 774.7 175.56
PE 748 76.5 11.61
PE 656 42.4 14,08
PE 800 52.4 7,48
C 690 115,7 13,06
C 800 41,2 6,27
C 748 42,2 6,8
C 656 41,9 14,75

Table 1. Collected statistics in beam time Aug14/Sep14.

3.1 Pion-Beam

The addition of a secondary pion beam to the already
available proton and heavy ion beams will allow to
study properties of hadrons with the same detector
system at different nuclear matter densities produced
by pion, proton and HI beams. In the first step, pions
are produced by the interaction of an intense primary
beam of N on a thick target of C. The outgoing spec-
trum of pions is widely open both in momentum and
in angle [1]. The pion production target is located in
the main beam-line coming from the synchrotron, see

Figure 1. A primary N beam intensity of 6.0 · 1010

pions/spill with a 10 s total spill length, producing a
pion beam intensity in a range of 1.2 · 105 − 4.4 · 105

pions/spill.

Figure 1. Schematic drawing of the pion beam-line.

3.2 Targets

Properties of the targets are given in Table 2. We
used it to calculate the no. of carbon atoms in
each target to further deduce a factor for subtrac-
tion the C contribution from the PE=C2H4 tar-
get, to obtain correct yield of reaction with hy-
drogen. Using the corresponding factor f =
(No. C atoms in PE/No. C atoms in C) = 0.78
taken from Table 2, we can subtract finally the C con-
tribution from PE using the formula: H = PE−f ·C.

Target PE= C2H4 C
Diameter/cm 1.2 1.2

Length/cm 4.6 2.52
M/(g/mol) 28 12

Density/(g/cm3) 0.93 1.85
No. of carbon atoms 18.4 · 1022 23.4 · 1022

Table 2. Properties of the targets.

3.3 Selection of elastic events

We want to normalized the yield using the πp elas-
tic scattering. In the first plot we see a mixture of
all the particles produced in the PE target, doing the
properly cuts, we select these ones in which we are in-
terested, in this case we want to study the pion-proton
elastic collisions from PE target, making a cut in the
angle ∆φ = 180◦ between p and π−. We isolated the
pions and the protons from elastic scattering of PE
target to further normalize the yield with the number
of pions. Resulting plot is shown in the lower panel,
see Figure 2.
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Figure 2. PE target plot of β vs. Momentum·Charge
with cut in ∆φ = 180◦ ± 5◦.

3.4 Subtract Carbon from PE target

To subtract the C from the PE target the first
of all we have to normalized the signal with the
number of pions that go through START detec-
tor, Signal-scaled=Inv.Mass-CB/Livetime where
Livetime=(M2&&START/M2&&START-rate),
where M2&&START is the number of triggers,
and M2&&START-rate with the correction of dead
time. The yield it will be finaly normalized by
Signal-scaled/START.

In this plot we can see the spectra of elastically
scatter pions already normalized by the no. of pions
START. It show us that for different pion beam mo-
menta the normalization is different. Looking for a
reason, we think that it can be because the target was
smaller than the START detector, that means that
there were pions hitting the START detector but not
the target.

Figure 3. ∆φ Spectra to compare the normalization.

Figure 4. Comparison of spectra for PE and C targets
for the same pion-beam momenta.

3.5 Dileptons spectra

The dileptons were selected by requiring hit in RICH
combined with proper cut on velocity, see Figure 4.
The combinatorial background was obtained as the
arithmetic mean of like-sign e+e+ and e−e− pairs
and was subtracted from the measured e+e− sam-
ple. Considering an unlike-sign two particle invariant
mass spectrum, the uncorrelated background in the
unlike-sign pair sample is estimated by the number
of like-sign pairs within each event. The signal S of
the number of unlike-sign pairs N+− is then given by
S = N+− − 2

√

N++N−− [2].

4 Conclusions

Like-sign method provides already a fair description of
combinatorial background. We need more investiga-
tion about the focusing of our beam corresponding the
problem normalization of START, to proper subtract
the contribution of C from PE.
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Abstract. Jets represent an important tool to explore the properties of the hot and dense nuclear
matter created in heavy-ion collisions. However, full jet reconstruction in such events is a
challenging task due to extremely large and fluctuating background, which generates a large
population of combinatorial jets that overwhelm the true hard jet population. In order to carry out
accurate, data-driven jet measurements over a broad kinematic range in the conditions of small
signal to background ratio, we use several novel approaches in order to measure inclusive charged
jet distributions and semi-inclusive charged jet distributions recoiling from a high pT hadron trigger
in central Au+Au collisions at

√
sNN = 200 GeV. A very low infrared cutoff on jet constituents of

200 MeV/c is applied in all measurements. These jet measurements allow a direct comparison of jet
quenching at RHIC and the LHC.

1 Motivation

Jets - collimated sprays of hadrons - are well calibrated
tools to study the properties of the matter created in
heavy-ion collisions [1]. They are created by fragmen-
tation and hadronization of scattered partons gener-
ated in hard momentum exchange in the initial stages
of the collision. While traversing the medium, they
interact with the surrounding hot and dense matter
resulting in modification of their fragmentation with
respect to the vacuum case (jet quenching)[2]. This
modification of parton fragmentation provides sensi-
tive observables to study properties of the created
matter.

Jet reconstruction in the environment of a high
energy nuclear collision is a challenging task, due to
the large and complex underlying background and its
fluctuations within an event which can easily disturb
measured jet distributions. In order to overcome the
obstacles of jet reconstruction in heavy-ion collisions,
we utilize two different methods. The first method fil-
ters out the fake “combinatorial” jets by imposing a
cut on the transverse momentum of the leading hadron
of each jet. This procedure however imposes a bias on
the jet fragmentation. The second method chooses
the hard event by requiring a high momentum hadron
trigger. A jet back-to-back to the trigger is then re-
constructed. No cut is imposed on the jet constituents
(except a low-pT cut of 200MeV/c) and the jet frag-
mentation is therefore nearly unbiased.

2 Analysis

We have analyzed data from 0-10% central Au+Au
collisons at

√
sNN = 200 GeV measured by the STAR

experiment at RHIC during the run 2011.
Jets are reconstructed using only charged tracks

recorded by the STAR Time Projection Chamber
(TPC). All tracks are required to have pT ≥ 200
MeV/c. Implementation of the anti-kT algorithm in
the FASTJET software [3] is used for jet reconstruc-
tion.

The jet resolution parameter R is chosen to be R =
0.3. The fiducial jet acceptance is then |η| < 1 −R in
pseudorapidity and full azimuth.

In the next step, reconstructed jet transverse mo-
mentum prec

T is corrected for the average background
energy density

pcorr
T = prec

T − ρ ·A (1)

where ρ = med{ prec
T,i

Ai
} is the event-wise median

background energy density and A is the jet area cal-
culated with the kT algorithm using the method [4].

2.1 Inclusive Jet Analysis

In order to determine the response of the jet to the
presence of the highly fluctuating and complex back-
ground we embed a simulated jet with known trans-
verse momentum (pemb

T ) into a real event and calculate
δpT as

δpT = prec
T − ρ ·A− pemb

T = pcorr
T − pemb

T (2)

It was shown, that the δpT distribution is not sig-
nificantly dependent on the choice of the fragmenta-
tion model of the embedded jet [5]. With the knowl-
edge of the δpT and with use of a Monte Carlo (MC)
generator, a response matrix of the system can be cal-
culated which maps the true pT distribution to the
measured one.

A jet momentum distribution is smeared not only
by background fluctuations, but also by detector ef-
fects. An MC simulation using a parametrization of
the TPC tracking efficiency is used to calculate an
approximate detector response matrix.

In order to reduce the combinatorial background, a
cut on the transverse momentum of the leading hadron
(pleading

T ) of the jet is imposed. Also a cut on the jet
area [4] A > 0.2 in case of R = 0.3 and A > 0.09 for
R = 0.2 is applied.

In the final step, the measured pcorr
T distribution

is corrected for the background and detector effects
using an iterative unfolding technique based on Bayes’
theorem [6].
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Figure 1. The corrected pT spectrum of inclusive
charged jets in central Au+Au collisions at

√
sNN = 200

GeV for R = 0.3.

Results

Figure 1 shows the pT spectrum of inclusive charged
jets in central Au+Au collisions at

√
sNN = 200 GeV

for R = 0.3 corrected for background and detector
effects.

2.2 Trigger Recoil Jet Analysis

A trigger hadron is required to have momentum 9 ≤
pT ≤ 19 GeV/c. A jet is then reconstructed in azimuth
φ satisfying

|φ− π| < π

4
(3)

where the position φ = 0 is defined by the trigger
position.

In order to estimate the effect of the presence of the
fluctuating background a set of Mixed Events (ME) is
created. A mixed event is composed of N tracks ran-
domly picked up from N different, randomly chosen
events (however all the N events come from the same
centrality bin, z-vertex bin and event plane direction
ΨEP bin). All high-pT tracks are discarded. Such a
mixed event does not exhibit any physical correlations
between the tracks; on the other hand it describes the
key features of the background (detector acceptance
inhomogenities, total track multiplicity, etc.). The
mixed event distribution is then subtracted from the
(unmixed) Same Event (SE) distribution.

Instead of correcting the results for background
and detector effects by means of unfolding, a simulated
PYTHIA p+p spectrum is smeared by these effects.
This smeared p+p reference is then compared with
the measured Au+Au data.

Figure 2. The recoil jet spectrum in central Au+Au
collisions and smeared PYTHIA p+p spectrum at

√
sNN

= 200 GeV for R = 0.3.

Results

Figure 2 shows a comparison of the measured recoil jet
spectrum (SE-ME) in central Au+Au collisions and
smeared PYTHIA p+p spectrum for R = 0.3. A sup-
pression of the measured spectrum is apparent with
respect to PYTHIA.

3 Conclusion

We have presented preliminary results of ongoing jet
measurements at the STAR experiment. These mea-
surements utilize low-bias methods of jet reconstruc-
tion allowing direct comparison with theory.

We have used a new technique of the mixed events
for jet background estimation in heavy-ion collisions.

Further detector corrections and other effects are
yet to be included.
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Abstract. The HADES spectrometer currently operating on the beam of SIS18 accelerator in GSI
will be moved to a new position in the CBM/HADES cave of the future FAIR complex.
Electromagnetic calorimeter (ECAL) will enable the HADES@FAIR experiment to measure data
on neutral meson production in heavy ion collisions at the energy range of 2–10 AGeV on the beam
of the new accelerator SIS100@FAIR. Calorimeter will be based on 978 massive lead glass modules
read out by photomultipliers and a novel front-end electronics. Layout of the ECAL detector as
well as beam test of single modules and electronics are shortly described.

1 Motivation

The High Acceptance DiElectron Spectrometer
(HADES) focuses on dielectron measurements to
study in-medium modifications. An extensive study
of proton – proton, pion – proton, proton – nucleus,
pion – nucleus, and nucleus – nucleus collisions up
to Au-Au@1.23AGeV [1] have been done in the past
decade.

HADES is currently operating on the beamline
of SIS18 accelerator at GSI Darmstadt, Germany.
The current setup consist of a diamond start detector
(START), Ring Imaging Cherenkov detector (RICH),
four layers of multiwire drift chambers (MDC), a su-
perconducting toroidal magnet (ILSE), time of flight
walls from resistive plate chambers (RPC) and plastic
scintillators (TOF), pre-shower detector (SHOWER)
and Forward Wall detector [2]. After build-up of FAIR
the Hades spectrometer will be moved to a newly build
cave shared with the CBM experiment and will con-
tinue with the studies at higher energies.

Electromagnetic calorimeter (ECAL) is developed
to be included into HADES and measure the respec-
tive π0 and η meson two gamma decay yields together
with the dielectron data measured in HADES spec-
trometer for the knowledge of dielectron cocktail at
incident heavy ion energies 2–10 AGeV. ECAL will
also offer better electron/pion suppression for large
momenta (p>400 MeV/c) as compared to the present
situation (at lower momenta the electron/hadron iden-
tification is provided by the RICH and RPC detectors
from HADES spectrometer). Furthermore the ω pro-
duction via the π0π+π− and the π0e+e− decays can

be investigated (the latter being of importance for the
still unsettled question of the ω electromagnetic tran-
sition form factor). Last but not least the photon
measurements are of large interest for the HADES
strangeness program which addresses spectroscopy of
neutral Λ(1405) and Σ(1385) resonances in elementary
and HI reactions.

Figure 1. Layout of the electromagnetic calorimeter for
the HADES spectrometer.

2 ECAL layout

The ECAL is following basic HADES geometry – six
separate sectors covering almost full azimuthal an-
gle and polar angle 18◦ to 45◦, see Figure 1 or [3].
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Calorimeter will consist of 978 modules of lead glass
read out by a photomultiplier.

The lead glass crystal of CEREN 25 type has di-
mensions 92×92×420 mm3. Two sizes of photomulti-
pliers (PMT) will be used to read out the modules,
1.5” EMI 9903KB and 3” Hamamatsu R6091. Two
independent read-out systems named “Cracow” and
“PaDiWa Amps” are being developed for the calorime-
ter.

3 In-beam tests of single modules

Secondary gamma beam at MAMI Mainz facility was
used to test relative energy resolution of the modules
and electronics. Dedicated measurements were done
with declined beams to test energy leakage between
the modules.

Modules with 1”, 1.5” and 3” PMTs were tested at
eight different energies and with MA8000 shaper and
CAEN DT5742 ADC. Module with 1” PMT Hama-
matsu R8619 was proved to be not suitable because
of non-linear response and worse relative energy reso-
lution, see Figure 2.

Figure 2. Relative energy resolution of calorimeter
modules equipped with different photomultipliers

(numbers behind the names stand for resolution at
1 GeV).

Tests of the two front-end boards showed that they
are fully comparable in terms of energy resolution.
Their results were even better than with the standard
CAEN ADC.

Energy leakage between two modules was exam-
ined hitting one module with the gamma beam closer
and closer to the common boarder. The 6◦ and 12◦

declined beams with respect to the module axis were
also used. As shown in Figure 3, original energy of
the photon can be reconstructed for all studied cases.
Relative energy resolution does not significantly de-
pend neither on the gamma position nor the incoming
angle.

4 Summary

Electromagnetic calorimeter ECAL is being built to
enhance experimental possibilities and physics pro-
gram of the HADES spectrometer. The ECAL will
enable to measure gamma photons coming from vari-
ous decays as well as neutral pions.

Beam tests of ECAL modules were performed on
secondary gamma beam from MAMI Mainz facil-
ity. Relative energy resolution was measured to be
5.5 % for modules with 3” photomultiplier and 1 GeV
photons, respectively 5.8 % for 1.5” photomultiplier.
Energy leakage between the neighbour modules was
tested with parallel and declined beams and energy of
original photon was successfully recovered.

Figure 3. Energy deposited in one module hit by the
gamma beam (upper) and sum of energies deposited in
both neighboring modules (lower). Case of 1217.8 MeV

and different “path-length” of the photon inside the
module (measured with declined beam and different hit

position).
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Abstract. Studying strange and particularly multi-strange particle production in relativistic
heavy-ion interactions is a unique tool to investigate the properties of the hot and dense matter
created in the collision, because of no net strangeness content in the initially colliding nuclei. In
particular, an enhanced production of strange particles in A-A with respect to p-p interactions was
one of the earliest proposed signatures of the creation of a deconfined Quark-Gluon Plasma (QGP).
The results of strangeness enhancement measurements from the WA97/NA57 (SPS), STAR (RHIC)
and ALICE (LHC) experiments are briefly reviewed. The energy, centrality and strangeness content
dependencies of enhancements are discussed.

1 Introduction: why strangeness?

The study of strange and multi-strange particle pro-
duction in high-energy collisions of heavy nuclei is con-
sidered as a unique tool to investigate the properties of
the hot and dense matter created in the course of colli-
sion. These processes are highly sensitive to the reac-
tion dynamics, as there is no net strangeness content
in the initial state of colliding nuclei. Strange quarks
as the lightest and most abundantly produced among
the heavier ones are well accessible for the study.

An enhanced production of strange, and particu-
larly multi-strange particles in A-A with respect to
p-p inter-actions was one of the earliest proposed sig-
natures of a deconfined QGP creation [1, 2]. This
proposal was based on two main arguments:

– in a QGP strangeness can be easily produced via
creation of strange - anti-strange quark pairs (basic
processes: fusion of two gluons or two light quarks),

– the equilibration times of partonic reactions, espe-
cially due to the gluon fusion process, are much
shorter than the ones of hadronic reactions. The
difference is particularly large for multi-strange
(anti)baryons.

Strange and multi-strange hadrons are usually
measured by their weak decays into charged particles.
Main goal of experiments is the extraction of yields
(average particle multiplicity per event) and spectra
of particles under study.

2 Strangeness enhancements at the SPS

First hints for the enhanced strangeness production
were obtained from the NA35 streamer chamber ex-
periment [3, 4] and the WA85 experiment at the
Omega facility [5] with the beams of sulphur ions with
energy of 200 A GeV at the SPS. The approximately
twofold increase of strange particle production with
respect to negatively charged particles (mainly pions)
has been observed.

Strangeness enhancements at central rapidity in
Pb-Pb collisions at energy 158 A GeV were systemat-
ically studied in the WA97 [6, 7] and NA57 [8] exper-
iments.

Enhancements E are defined as ratios of the
strange particle yields measured in heavy-ion collisions

normalized to the mean number of nucleons partici-
pating in the collision <N part>, to the corresponding
quantities in nucleon-nucleon interaction at the same
energy. In the mentioned experiments (no liquid hy-
drogen target available) instead of p-p the p-Be colli-
sions were measured as a reference. The enhancements
for Λ, Ξ and Ω hyperons, measured in the NA57 exper-
iment, are plotted in Figure 1 as a function of collision
centrality. The mean numbers of participant nucleons
<N wound> for each centrality class were calculated
using the Glauber model.

Figure 1. Strangeness enhancements E from the NA57
experiment as a function of collision centrality

characterized by a mean number of participant nucleons
(figure taken from citesandor:8).

The main NA57 results can be summarized as fol-
lows: the enhancement pattern of strange hyperon
abundances in central Pb-Pb collisions at 158 A
GeV, first observed by the WA97 experiment [7], has
been confirmed. The enhancement grows with the
strangeness content of particle and amounts to about a
factor 20 for the Ω hyperons, containing three strange
valence quarks. The enhancements increase with the
centrality, i.e. with the number of nucleons partici-
pating in the collision. So far, it has not been possible
to fully reproduce these results within conventional
hadronic models of nucleus-nucleus collisions.

The NA57 experiment studied also Pb-Pb interac-
tions at lower energy of 40 A GeV [9]. The centrality
depen-dence of enhancements is steeper and for cen-
tral collisions the enhancement is larger at 40 as at
158 A GeV. The strangeness production was investi-
gated at SPS by the NA49 experiment, too. The mea-
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sured amounts of enhancements are consistent with
the NA57 data (see, e.g., [10]).

More details from the strangeness study in heavy-
ion collisions at SPS could be found in [11]. It is worth
to mention the analysis of the transverse mass distri-
butions for the strange particles, indicating a collec-
tive expansion of hot and dense matter at a speed
close to 50 % of the light velocity, superimposed on a
thermal distribution. This suggests the generation of
a very strong pressure, as would be expected in the
case of deconfinement.

3 Enhancements at RHIC and LHC

In the last decade, strangeness production at mid-
rapidity was studied at higher collision energies at the
RHIC (Relativistic Heavy Ion Collider, BNL) in the
STAR experiment [12] and at the LHC (Large Hadron
Collider, CERN) in the ALICE experiment [13].
STAR data came from the Au-Au and p-p collisions at
energy 200 GeV per nucleon pair, whereas the ALICE
Pb-Pb data were taken at energy 2.76 TeV per nucleon
pair and using the interpolated reference p-p data. In
Figure 2 the ALICE data on the enhancements of Ξ
and Ω hyperons are presented in comparison with the
corresponding STAR and NA57 data.

Figure 2. Enhancements in the rapidity range |y| < 0.5
as a function of the mean number of participants

<N part>, showing LHC (ALICE, full symbols), RHIC
and SPS (open symbols) data. The LHC data use

interpolated p-p reference values (figure taken from [13]).

ALICE results demonstrate enhancements larger
than unity for all the particles, increasing with the
strangeness content of the particle, showing the hi-
erarchy already observed at lower energies and con-
sistent with the picture of enhanced strange quark
pair production in a hot and dense partonic medium.
The same shape and scale is observed for baryons and
anti-baryons, as expected because of the vanishing
net-baryon number at the LHC energy. Comparing
the ALICE measurements (full symbols) with those
from the experiments STAR at RHIC and NA57 at
the CERN SPS (Pb-Pb collisions at energy 17.3 GeV
per pair of nucleons), represented by the open sym-
bols, the enhancements are found to decrease with in-
creasing centre-of-mass energy, confirming the general
picture first observed at the SPS.

ALICE and STAR experiments measured also Ξ/π
and Ω/π hyperon-to-pion ratios as a function of cen-
trality for both p-p and A-A collisions (see, e.g. [13]).
They clearly indicate the enhanced strangeness pro-
duction in A-A with respect to p-p interactions, rising
with centrality up to <N part> ˜150, and apparently
saturating thereafter. However, they also demonstrate
that different mechanisms contribute to the enhance-
ments as defined above, requiring further quantifica-
tion of the specific enhancements of strange particles
out of the general relative increase of multiplicity at
mid-rapidity.

4 Conclusions and outlook

Strangeness enhancements, measured in wide range
of collision energy, are consistent with predictions of
Rafelski and Müller [1, 2], demonstrating a signifi-
cant dependence on the collision centrality and on
the strangeness content of particle. So far, no con-
ventional hadronic model of nucleus-nucleus collision
reproduces fully these results. A two-component geo-
metrical core-corona approach [14] seems to work suc-
cessfully.

Enhancements decrease with increasing energy
of colliding nuclei, indicating a gradual removal of
canoni-cal suppression.

New precision ALICE results are eagerly awaited,
particularly the p-p reference data and new data at
higher LHC energy.

I am grateful to Karel Šafařík and Ivan Králik for
enlightening discussions.
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Abstract. The Nuclear Reaction Department of NPI – the member of the European Consortium on
Nuclear Data – provides experimental data required for the validation of computational tools and
the nuclear data libraries that are being developed for fusion applications. A determination and
validation of fusion related activation cross-sections of neutron and deuteron induced reactions are
performed using CANAM infrastructure – fast neutron sources and ion-beam irradiation chamber.
A methodical approach and some results will be presented.

1 Introduction

Today there is still a large demand of data in neutron-
induced reactions above 14 MeV and of deuteron ac-
tivation cross sections. For many cases reaction cross
sections are unknown or known with poor precision.
The neutron energy range between 1 and 40 MeV con-
cerns several applications in particular, nuclear waste
transmutation in ADS (Accelerator Driven System);
innovative nuclear power reactors (fast reactors), so
called Generation IV reactors; fusion applications like
the IFMIF (International Fusion Material Irradiation
Facility) and the ITER (International Thermonuclear
Experimental Reactor). The knowledge of deuteron
cross sections is of high importance for IFMIF accel-
erator hardware. The more precise measurement of
the above reactions is important for knowledge of neu-
tron spectra in reactors gas production in material for
nuclear engineering, ADT (Accelerator Driven Trans-
mutation) neutron multiplication calculation.

The Nuclear Physics department of NPI is a mem-
ber of the European Consortium on Nuclear Data – a
group of institutes that provides experimental data re-
quired for the validation of the nuclear data libraries
(FENDL, EAF) that are being developed for fusion
applications.

2 CANAM

Experimental facilities of CANAM (Center of Acceler-
ators and Nuclear Analytical Methods) infrastructure
are proffered to the users in Open Access mode [1].
CANAM infrastructure consists of three major re-
search laboratories of the Nuclear Physics Institute
of the ASCR:

– Laboratory of Tandetron – operating an acceler-
ator Tandetron 4130 MC

– Neutron Physics Laboratory (NPL) – providing
facilities at the reactor LVR-15

– Laboratory of Cyclotron and Fast Neutron Gen-
erators (LC&FNG) – operating the isochronous
cyclotron U-120M.

2.1 LC&FNF

The energy-variable cyclotron U-120M deliveries p(6-
25 MeV), d(2–20 MeV), 3He (18–50 MeV) and 4He (24–

38 MeV) ions with intensities up to some few µA in
positive mode of accelerating to the experimental hall
(Figure 1). The Fast Neutron generators (FNG) are
alternatively placed on the line of cyclotron working
in negative mode of accelerating while the protons (6–
37 MeV) or deuterons (11–20 MeV) with intensities up
to 30µA are provided.

Figure 1. Design of variable energy cyclotron U-120M
facilities.

2.2 White spectrum p-D2O neutron source

The deuteron break-up process induced by 37 MeV
protons on flowing heavy water target was found to
produce neutrons with high intensity, mean energy of
14 MeV and spectrum extending to 32 MeV. Neutron
flux up to 5 × 1010 n/cm2/s provided suitable tool for
IFMIF-relevant cross-section benchmarks [2] or vari-
ous neutron detector testing.

2.3 Quasi-monoenergetic p-7Li neutron source

The standard 7Li(p,n) reaction on thin lithium
target induced by 20–35 MeV proton beam from
the cyclotron is used for the production of quasi-
monoenergetic neutron field. A self-supporting Li tar-
get and the carbon beam stopper are utilized.
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Figure 2. Spectral neutron flux of the p+7Li reaction
evaluated by MCNPX code. Proton incident energies are

shown.

3 Cross section measurements

3.1 Neutron cross section evaluation

The reaction 7Li(p,n) produces high-energy quasimo-
noenergetic neutrons with a tail at lower energies (Fig-
ure 2). The flux density and neutron spectra were
evaluated [3] by MCNPX code using LA-150h cross
section data library. Foils of material under inter-
est (e.g. Co, Nb, Fe, Cr) were irradiated in several
runs (duration 8–10 hours) at various neutron fields.
The gamma-rays from activated foils were measured
repeatedly by two calibrated HPGe detectors. The ac-
tivation cross sections at certain neutron energies were
determined by common analysis of a set of runs per-
formed at various proton energies with step of about
2.5 MeV [4].

Figure 3. Cross section of the 59Co(n,3n)57Co reaction.

In the Figure 3 are shown resulting cross sec-
tions for the 59Co(n,3n)57Co reaction together with
the data of other authors and with evaluation of the
EAF library, as an example.

3.2 Deuteron cross section evaluation

The activation cross sections were measured by a
stack-foil technique. The foils of examined elements
(e.g. Al, Cu, Fe, Co) were inserted in the irradiation
chamber by turn with the foils utilized for additional

monitoring of beam current. The mean energy, energy
thickness and energy spread in each foil was set out
by SRIM 2003 code.

The cross sections were calculated from the specific
activities, measured by two calibrated HPGe detec-
tors, corrected to the decay using total charge and foil
characteristic as well. The cross sections of deuteron
induced reactions on natCu [5, 6]. are shown in the
Figure 4.

Figure 4. Comparison of measured data and analysis
results.
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Abstract. Among the major missions of CERN is education, and one of the efficient ways to achieve
it is to “teach the teachers”, as they then will bring back to the schools their knowledge. Two types
of programme are organized at CERN for high-school physics teachers: National teacher
programmes are run in the participants’ mother tongue and the lectures are usually given by the
physicist from the corresponding member state. All member states, and even some non-member
ones, are using this possibility to send their teachers to CERN. The second option is a three-week
comprehensive course held in English at the beginning of summer, called High-School Teachers
(HST) programme. In addition to education in physics, the HST goals are: to promote the
exchange of knowledge and experience among teachers of different nationalities, to expose teachers
to the world of research, and to stimulate activities related to the popularization of physics within
and beyond the classroom. All lectures are archived and openly accessible, providing an invaluable
resource for teachers and students.

1 Introduction

Education is one of the CERN’s key missions. A very
efficient way to achieve this goal is to “teach the teach-
ers”, as they then will bring back to the schools their
knowledge. Two types of programme are organized at
CERN for physics teachers [1]:

•High-School Teacher (HST) programme;

•National teacher programmes.

The overview of CERN educational programmes is
schematically shown in Figure 1.

Figure 1. Overview of CERN educational programmes.

An essential prerequisite to technological progress
is a functional educational system. This was one of the
key factors for CERN that contributed to the creation
of a system of active interaction with students and
educators. Teachers are very important in this system
because they are role models, multipliers, and they
provide the crucial link for bringing modern science
into school classes.

2 HST Programme

The HST is a three-week comprehensive course held
in English at the beginning of the summer [2]. It is at-
tended by about 50 selected teachers, from both mem-
ber and non-member states. In addition to advanced
physics education, the HST goals are: to promote the
exchange of knowledge and experience among teach-
ers of different nationalities, to expose teachers to the
world of research, and to stimulate activities related to

the popularization of physics within and beyond the
classroom. HST is the longest programme for teach-
ers, with several activities. The agenda usually in-
cludes:

•Lectures (introduction to CERN, particle physics
and cosmology, LHC detectors, accelerators, med-
ical applications, IT applications and GRID com-
puting);

•Visits to experimental facilities;

•Teacher labs and workshops;

•Formal and informal discussions with physicists.

In the past similar, shorter programmes run over a
weekend for 3–4 days, with more focus on visits to
experimental installations, have also been organized.

The HST programme in 2013 was held from June
30 to July 20, 2013, at CERN. Main organizer was
Mick Storr and CERN Education Group. Particularly
useful were presentations of tools and subjects directly
transferable to classrooms. Examples of these are:

•Workgroup HYPATIA — training program using
real data from the ATLAS experiment in class [3],
Figure 2;

•Lecture on antimatter by Rolf Landua, head of the
CERN Education Group;

•One day workshop of Perimeter Institute (Waterloo,
Ontario, Canada) [4].

Figure 2. HYPATIA – educational program using real
data from the ATLAS experiment.
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3 National Teacher Programmes

As many as 25–30 national programmes are run yearly,
with a duration of 3 to 5 days. All member states, and
also some non-member states, are using this possibility
to send their teachers to CERN. Lectures are given by
scientists from the teachers’ country in their mother
tongue and all materials are archived and made openly
accessible [5]. The first national teacher group was
from Hungary in August 20–26, 2006. In 2008 a record
was set – four Polish teacher programmes were run in
that year. National programmes are usually coordi-
nated by former HST participants. The coordinator
for Slovakia is Zuzana Ješková from the Faculty of Sci-
ences, UPJŠ Košice [6]. In April 2007 was the Slovak
teacher programme for the first time, thanks to the
institutions which financially supported this unique
opportunity for Slovak teachers (Figure 3). The first
common Czech-Slovak group of teachers visited CERN
in 2013, with the enthusiastic participation of the
CERN Director-General Rolf-Dieter Heuer.

Figure 3. Logos of institutions supporting Slovak
teacher programmes.

4 Participation

The participation in the CERN teacher programmes
from the four countries represented at this confer-
ence during the past 16 years is summarized in Ta-
ble 1. For comparison, the normalization to the num-
ber of inhabitants was used in Figure 4. The involve-
ment from these countries is higher than the CERN
member-state average, except for the HST participa-
tion of Poland. Hungarians, and especially Slovaks,
are among those nationalities using these educational
programmes most efficiently. The amount of Slovak
teachers who visited CERN (221 to date) corresponds
to about 10% of all high-school science teachers in the
country.

However, a closer look reveals that the participa-
tion from these four countries is significantly declining
in the past three years, probably due to less support
from funding agencies.

Country HST National

Czech Republic 16 146
Hungary 18 348
Poland 20 544
Slovakia 17 221

Table 1. Number of participants in two CERN teacher
programmes in the years 1998–2013 from the four

countries represented in this conference.

Figure 4. Number of participants from the four
countries involved in this conference, normalized to 106

inhabitants, compared to the average values for CERN
member states.

5 Conclusion

The CERN programme for teachers initiates them to
particle physics and motivates them to introduce this
subject to students. The training provides the teach-
ers with new tools and methods for teaching modern
physics. It also offers a precious opportunity to com-
pare teaching of physics in different countries and to
find that we share many similar challenges. Visits of
the underground detectors demonstrate why a large
international collaboration is necessary for preparing
“big science” experiments. Meetings with scientists
and engineers from all around the word evidence the
advantages of international cooperation, independent
of political views and religion.

Despite the not very favourable situation for sci-
entific education at high schools in our region, there
is evidence for an increase in the number of students
choosing to study physics, engineering, and other sci-
entific disciplines, among those who got acquainted
with CERN [7]. The high Slovak participation in
the CERN training is certainly favoured by the well-
organized coordination network for teachers.
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Abstract. The cyclotron based neutron generators of the white- and quasi-monoenergetic spectra
are operated under the CANAM infrastructure of the NPI ASCR Řež utilizing the variable-energy
proton beam (up to 37 MeV) and the D2O (flow), Be (thick), and Li(C) targets. The intensity and
the energy range of the produced neutron fields are suitable for the validation of the neutron
cross-sections for fusion applications. The accelerator driven fast neutron sources are characterized,
and the neutron fields with a broad neutron spectrum determined by the multi-foil activation
technique and validated against the Monte Carlo MCNPX calculations are presented. The research
programs realized in this neutron fields are outlined.

1 Introduction

Nuclear Physics Institute of the ASCR in Řež has de-
veloped and is operating the accelerator-driven fast
neutron generators of white and quasi-monoenergetic
spectra. The source reactions of p + D2O and p + Be
employing the variable-energy proton beam of the U-
120M isochronous cyclotron are used to produce the
high intensity continuous spetra up to 34 MeV, and
similarly the p + 7Li(C) source reaction serves for the
quasi-monoenergetic spectra production in the energy
range of 18–35 MeV. They represent the useful tool
for nuclear data mesurements and validation.

Now, these neutron sources are part of experi-
mental facilities of the CANAM infrastructure at the
NPI, and they are proffered to the users in Open Ac-
cess mode. The proposals can be submitted via the
CANAM User Portal (http://canam.ujf.cas.cz).

2 Materials and methods

2.1 Target stations of NG-2 neutron generator

Target stations with D2O, Be, and Li targets were
built-up on the beam line of the U-120M cyclotron op-
erated in the negative-ion mode of acceleration, and
they are marked as the NG-2 neutron generator. In
this regime, the high proton beam power and good
beam-current stability pose the suitable basis for irra-
diation experiments.

The heavy water target station (Figure 1) uses the
target chamber with thickness of 16 mm. The flowing
D2O has the input and output temperatures of 20 ◦C
and 22 ◦C, and in separated refrigerator it is cooled by
the 5 ◦C ethanol. The standard operational param-
eters such as the input/output temperature and in-
put/output pressure of water, temperature of cooling
ethanol as well as the proton beam current at the tar-
get and both collimators are monitored and recorded
by the PC during the experiment.

The beryllium target station (Figure 2) contains
the beryllium cylinder with thickness of 8 mm and

diameter of 50 mm, which is cooled by the ethanol
to the temperature of 5 ◦C; the proton beam current,
temperature and pressure of cooling alcohol are digi-
tized and registered by the PC as well.

Figure 1. Heavy water target station of NG-2 neutron
generator at NPI

2.2 The p(37)-D2O and p(35)-Be neutron fields

The white neutron fields of source reactions p(37)-
D2O and p(35)-Be were determined by the multi-foil
activation technique (as formerly applied in [1, 2]). In
both cases, the large set of activation foils were irra-
diated for 12–18 hours in the close vicinity from the
source target. After the irradiation, the activation
foils were repeatedly measured by the HPGe detector,
and the saturated activities and subsequently the re-
action rates were obtained. The irradiation systems
were also simulated in Monte Carlo transport code
MCNPX [3] utilizing the Los Alamos LA-150h [4] and
ENDF/B-VII.1 [5] nuclear data library to obtain the
guess neutron spectra for both source reactions. For
neutron spectra reconstruction from measured reac-
tion rates and MCNPX guess spectra, the unfolding
procedure of SAND-II code [4] together with cross-
sections from EAF-2007 data library [6] were used.
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Figure 2. Beryllium target station of NG-2 neutron
generator at NPI

Figure 3. Neutron field of NG-2 generator with
p(37)-D2O source reaction at NPI [8].

The neutron room background out of the direct
fast neutron beam was assessed as well, and based
on measured reaction rates, the background spectrum
was described by the special analytical function [7].

3 Conclusions

The determined neutron spectrum of the p(37)-D2O
source reaction at a distance of 3 mm from the target
is displayed in Figure 3 and in more details discussed
in [8]. Neutron field of p(35)-Be generator for two
irradiation positions (15 and 156 mm) is depicted in
Figure 4, and spectral flux ratio in Figure 5 confirms
the correctness of the unfolded spectra [9, 10]. Both
target stations provide the spectrum up to 34 MeV
with the mean energy of 14 MeV and total flux up to
1011 neut. cm−2s−1. The neutron fields of the NG-2
generator are used for the integral benchmarks, cross-
section data validation, testing the hardness of elec-
tronics against the fast neutrons, and other types of
irradiation experiments.

Measurements were carried out at the CANAM in-
frastructure of the NPI ASCR Rez supported through
MŠMT project No. LM2011019.

Figure 4. Neutron field of NG-2 generator with
p(35)-Be source reaction at NPI [9].

Figure 5. Reaction rates and spectral flux ratios for
p(35)-Be fast neutron source at NPI [10].
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Abstract. Quark-Gluon Plasma (QGP) is one of the most extreme states of matter which exists
only in extraordinary conditions of heavy-ion collisions that can be achieved at particle
accelerators. Interactions between the partons and the hot, dense QGP are expected to cause the
loss of the jet energy, which is phenomenon called jet quenching. In this talk we provide an
introduction to the problematics of ultra-relativistic heavy ion collisions and we show how the jet
quenching can be used to analyze the properties of QGP. We also present some “work in progress”
results of the jet analysis done on the data taken by the ATLAS detector during the 2011 heavy-ion
run at the LHC. Jets are studied as a function of collision centrality and dijet energy imbalance.
Dijets are observed to be increasingly asymmetric with increasing centrality. The study of charged
particles indicates an increase of yields of low-pT tracks in events with strongly quenched jets.

1 Introduction

Collisions of the heavy ions at ultra-relativistic ener-
gies are expected to produce a dense medium of ex-
tremely high temperatures in order of trillion kelvins.
This phase of matter consisting of deconfined quarks
and gluons as degrees of freedom is called quark-gluon
plasma (QGP). It is believed that the QGP existed at
the very early stage of our universe. Therefore the
study of the properties of this phase may provide a
critical insight into the dynamics of this era.

2 Jets as the QGP probes

High transferred momentum interactions of quarks
and gluons in colliding heavy ion beams are known
to produce highly collimated clusters of hadrons and
other particles produced by hadronization referred to
as jets.

The products of the hard scattering processes in-
teract heavily with the ambient plasma and, as first
suggested by Bjorken [1], might experience collisional
and radiative energy loss, via scattering and gluon
bremsstrahlung (“gluonstrahlung”), respectively [2,
3]. The amount of energy loss is predicted to be
proportional to the energy density of the medium.
Hence jets, which have lost significant amount of en-
ergy while propagating through the medium, can be
used as probes of the medium, providing information
about its structure and properties [3]. This mecha-
nism is referred to as jet quenching and is schemati-
cally depicted on Figure 1.

3 Experimental Apparatus

The analysis in this work was made using the data
from heavy-ion collisions at nucleon-nucleon center-of-
mass energy

√
sNN = 2.76 TeV, which were collected

by the ATLAS detector at the LHC in 2011.
The Large Hadron Collider (LHC) is a particle

accelerator and collider located at CERN outside
Geneva, Switzerland. ATLAS (A Toroidal LHC Ap-
paratuS) is one of seven particle detectors at the LHC

Figure 1. Sketch of the jet quenching mechanism during
heavy ion collision.

and together with the CMS (Compact Muon Solenoid)
one of two general purpose detectors.

4 Experimental Analysis

4.1 Missing transverse momentum

The law of conservation of momentum dictates that
the total sum of vectors of transverse momentum, pT,
of all the particles created in the collision should be
zero. This conservation law is, however, almost never
observed in real experiments and we can talk about
a missing transverse momentum vector, ✚p T, defined
as:

✚p T ≡ −
N
∑

i=0

pT,i = −pT. (1)

where the sum denotes vector sum over all particles
in the studied pT range. It should be noted that
the following analysis has been done for four individ-
ual pT ranges: (0.5 − ∞) GeV/c, (0.5 − 2) GeV/c,
(2 − 4) GeV/c, (4 − ∞) GeV/c. These ranges have
been chosen in order to see the differences in effects of
quenching on particles with various momenta.
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4.2 Collision centrality

The collision centrality can be intuitively thought of
as the degree of overlap of the two colliding nuclei.
It is one of the most important factors in heavy-ion
physics, because the system produced in the most
overlapping heavy-ion collisions is expected to create
the best conditions necessary for QGP production.

Centrality bins are expressed in terms of per-
centiles with 0% representing the most central (head-
on) events.

4.3 Overall energy balance of dijet events

It is important to characterize the dijet energy balance
(or imbalance) with a single quantity. To do so, the
jet asymmetry ratio, AJ , was introduced [4]:

AJ =
ET1 − ET2

ET1 + ET2
, (2)

where the first jet is required to have a transverse en-
ergy ET1 > 100 GeV, and the second jet is the highest
tranverse energy jet in the opposite hemisphere with
ET2 > 25 GeV. It has been observed [4] that in the
case of peripheral collisions the dijet asymmetry dis-
tribution in both proton-proton and simulated events
is similar to that in lead-lead events. However, as the
events become more central, the lead-lead data distri-
butions develop different characteristics, indicating an
increased rate of highly asymmetric dijet events. This
is a result of the jet quenching.

To learn more details about the energy loss mech-
anism, one can study the overall energy balance in
events with asymmetric dijets. This overall energy
balance can be quantified using the projections of ✚p T

vector of reconstructed tracks onto the axis of leading
jet, 〈✁p

||,LJ
T 〉. Probability distributions of this projec-

tion for individual pT ranges and centrality bins are
displayed in the upper panel of Figure 2. One can
see that the distributions are rather broad, although
a clear shift of the mean values can be seen. We can,
therefore, average the results over events to obtain the
mean values of the projections 〈✁p

||,LJ
T 〉. This quantity

was evaluated as a function of asymmetry AJ for two
centrality ranges, as displayed in Figure 2 (bottom).

The physics picture concluded from these plots is
following: with increasing asymmetry AJ the imbal-
ance increases and the lack of the high-pT particles
in the subleading jet (negative values of projections)
is compensated by the excess of soft particles (posi-
tive values of projections). The effect is stronger for
central collisions, as shown in lower left panel of Fig-
ure 2, which can be explained by the fact that in cen-
tral collisions the subleading jet is very often strongly
quenched, which means that the yield of hard particles
is suppressed.

5 Summary

In this work, the data collected by ATLAS detector
have been used to investigate the behavior of missing

Figure 2. (top) Probability distributions of the scalar
projection of the ✁pT vector onto the leading jet axis for

four studied pT ranges. (bottom) Average missing
transverse momentum projected onto the leading jet axis.

The 〈✁p
||,LJ
T 〉 values are shown as a function of dijet

asymmetry, AJ , for (0 − 30)% centrality (left) and
(50 − 100)% centrality (right).

transverse momentum in PbPb collisions at center-
of-mass energy

√
sNN = 2.76 TeV. First, “work in

progress” results have been presented. A strong in-
crease of yields of highly unbalanced dijets has been
shown to be correlated with an increase of production
of soft particles associated with the strongly quenched
subleading jet.

These results will provide a critical qualitative and
quantitative insight into the transport properties of
the medium created in heavy-ion collisions. Further-
more, they are in a very good agreement with previ-
ously published results by CMS [5].
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Abstract. Magnetic fluid found its first major commercial application in the 60s of the 20th century
as part of the rocket fuel. The idea was to control the transfer of the fuel in condition of a
weightless environment by means of a magnetic field. Since then a lot of interesting applications in
electronics, electrical engineering, material science, medicine or even optics has emerged utilizing
these colloidal suspensions consisting of solid magnetic nanoparticles dispersed in a carrier fluid.
This contribution presents the results of the investigation of spectral transmittance of the magnetic
fluid layer depending on its thickness. The achieved results are interpreted in terms of the
possibility of using magnetic fluid layers with different thicknesses as optical filters.

1 Introduction

Magnetic fluid represents a compromise between a liq-
uid and a magnet. It is a stable colloidal system con-
sisting of a monodomain ferro- or ferrimagnetic parti-
cles dispersed in a carrier liquid, such as water, oil, or
saline.

Monodomain particles are most often made from
iron oxides (Fe3O4, Fe2O3) or transition metals as Fe,
Ni, Co and their nitrides and borides. The dimensions
of the particles are in the range 1–20 nm, so they move
in the carrier liquid due to Brownian motion.To pre-
vent mutual aggregation of the particles due to the ex-
istence of attractive forces between them the surface-
active agents – surfactants are added to the carrier
liquid which provide coating of the particles and their
repulsion [1].

Magnetic fluid as a set of m onodomain nanoparti-
cles dispersed in a carrier liquid is a paramagnetic one
and the magnetic moment is carried by the nanopar-
ticles dispersed in the base liquid.

The connection of liquid and magnetic properties
of a matter is very interesting in terms of basic re-
search [2–5] as well as in terms of technical applica-
tions [6–9]. This contribution presents the first results
of the investigation of spectral transmittance of the
magnetic fluid layer depending on its thickness. The
achieved results are interpreted in terms of the pos-
sibility of using magnetic fluid layers with different
thicknesses as optical filters.

2 Experimental

For the investigation we used a magnetic fluid with
Fe3O4 nanoparticles (5 % concentration, diameter of
particles of about 10 nm) dispersed in transformer oil
ITO 100 as a base liquid. The magnetic fluid was
produced at Institute of Experimental Physics, SAS
in Košice.

The experimental set-up used consisted of a halo-
gen lamp, collimating lens, sample holder with a refer-
ence sample (oil ITO 100 only) and a sample under the
test (oil ITO 100 based magnetic fluid), spectrometer

for VIS spectral region and a computer which con-
trolled the spectrometer and collected the measured
data. The set-up is schematically shown in Figure 1.

Figure 1. Set-up for investigation the optical
transmittance of magnetic fluid layer: 1. Halogen lamp,
2. Collimating lens, 3. Mirror, 4. Holder for reference

and investigated samples, 5. Sample, 6. Spectrometer for
VIS, 7. Computer.

Layers of magnetic fluid were prepared in glass
cells made of two microscopic slides put one over an-
other. Various thicknesses of the layers we achieved
by inserting the defined spacers bodies between mi-
croscopic slides. The thicknesses were measured by
a micrometer screw gauge and the values were deter-
mined with an error of max. ±5µm.

2.1 Transmittance measurement

Measurement of transmittance was performed by a
spectrometer HR2000+ within the range of wave-
lengths 380–1000 nm. The operating software of the
spectrometer defines the transmittance as the percent-
age of energy passing through a sample relative to the
amount that passes through the reference. So, the
transmittance is expressed and calculated according
to equation

T (λ) = {[S (λ) −D (λ)] / [R (λ) −D (λ)]} ·100 %, (1)

where S(λ) is the sample intensity, D(λ) is the dark
intensity and R(λ) is the reference intensity.
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Figure 2. Spectral transmittances of magnetic fluid
layer measured for different thicknesses of the layer.

The measured transmittances for VIS spectral re-
gion are, for various thicknesses of the magnetic fluid
layers, depicted in Figure 2.

3 Results and discussion

Let B · [exp (−αB) · t], G · [exp (−αG) · t] and R ·
[exp (−αR) · t] denote the blue, green and red trans-
mittances, respectively, where α is coefficient of ab-
sorption and t is a sample thickness. The ratio of the
transmitted intensities, e.g. for green and red lights

Figure 3. Ratios of transmittances for two wavelengths
as function of sample’s thickness: (a) 633 nm/514 nm, (b)

447 nm/514 nm.

is (G/R) · [exp (αR − αG) · t]. If the red absorbance is
less than the green, then as the thickness t increases,
so does the ratio of red to green transmitted light (Fig-
ure 3a).

4 Conclusion

The obtained partial results indicate that a thin layer
of magnetic fluid can, in principle, be used to con-
struct an optical attenuator. It is interesting that
the absorbance is function of wavelength of light used
and a layer thickness, too. This opens possibilities for
tuning the values of attenuation in an optical system.
Further research will be focused on increasing the ac-
curacy of measurement of thickness and the effect of
the external magnetic field on the transmittance of the
magnetic fluid layers.
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Abstract. In this paper, we present recent STAR J/ψ results. J/ψ nuclear modification factors
(RAA) in Au+Au collisions at

√
sNN = 200, 62.4 and 39 GeV and in U+U collisions at

√
sNN =

193 GeV are measured and compared to different theoretical calculations. We also report J/ψ
elliptic flow (v2) results in Au+Au collisions at

√
sNN = 200 GeV and the first ψ(2S) to J/ψ ratio

measurement in p+ p collisions at
√
s = 500 GeV.

1 Introduction

It was proposed that quarkonia are dissociated in the
hot medium due to the Debye screening of the quark-
antiquark potential and thus this ”melting” can be
a signature of Quark-Gluon Plasma (QGP) forma-
tion [1]. But there are other mechanisms that can alter
quarkonium yields in heavy-ion collisions relative to
p+ p collisions, for example statistical recombination
of heavy quark-antiquark pairs in the QGP or cold
nuclear matter (CNM) effects. Systematic measure-
ments of the quarkonium production for different col-
liding systems, centralities and collision energies may
help to understand the quarkonium production mech-
anisms in heavy-ion collisions as well as the medium
properties.

2 J/ψ and ψ(2S) measurements
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Figure 1. Ratio of ψ(2S) to J/ψ in p+ p collisions at√
s = 500 GeV from STAR (red circle) compared to

results from other experiments at different energies.

STAR has measured J/ψ pT spectra [7, 11] and
polarization [12] in p + p collisions at

√
s = 200 GeV

via the dielectron decay channel (Bee = 5.9%) at mid-
rapidity (|y| < 1). These results are compared to dif-
ferent model predictions to understand J/ψ produc-
tion mechanism in elementary collisions. In order to
further test the charmonium production mechanism
and constrain the feed-down contribution from the ex-
cited states to the inclusive J/ψ production, the J/ψ
and ψ(2S) signals were extracted in p+ p collisions at√
s = 500 GeV. Figure 1 shows ψ(2S)/J/ψ ratio from
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Figure 2. J/ψ v2 in Au+Au collisions at
√
sNN = 200

GeV at mid-rapidity in 0-80% central events [2] with
different model predictions ([3–6]). The gray boxes

represent a non-flow estimation.
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Figure 3. J/ψ RAA as a function of Npart in Au+Au
collisions at

√
sNN = 200 GeV at mid-rapidity ([7, 8])

with two model predictions ([9, 10]). The low-pT (< 5
GeV/c) result is shown as black full circles and the

high-pT (> 5 GeV/c) measurement as red full circles.

STAR (red full circle) compared to measurements of
other experiments at different colliding energies, in
p + p and p+A collisions. The STAR data point is
consistent with the observed trend, and no collision
energy dependence of the ψ(2S) to J/ψ ratio is seen
with current precision.

In Au+Au collisions at
√
sNN = 200 GeV STAR

has measured J/ψ pT spectra for different centrality
bins [7, 8]. It was found that at low pT (. 2 GeV/c)
the J/ψ pT spectra are softer than the Tsallis Blast-
Wave prediction, assuming that J/ψ flows like lighter
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Figure 4. J/ψ RAA as a function of Npart in Au+Au
collisions at

√
sNN = 200 (black), 62.4 (red) and 39

(blue) GeV at mid-rapidity with model predictions ([9]).
As the green circle the minimum bias U+U measurement

at
√
sNN = 193 GeV is also presented.

hadrons [8]. This suggests that recombination may
contribute to low-pT J/ψ production. Measurement
of J/ψ v2 may provide additional information about
the J/ψ production mechanisms. Figure 2 shows J/ψ
v2 measured in STAR in Au+Au collisions at

√
sNN

= 200 GeV [2]. At pT > 2 GeV/c v2 is consistent with
zero. Compared to different model predictions [3–6],
data disfavor the scenario that J/ψ with pT > 2 GeV/c
are dominantly produced by recombination (coales-
cence) from thermalized cc̄ pairs. Figure 3 shows J/ψ
RAA as a function of the number of participant nucle-
ons (Npart) in Au+Au collisions at

√
sNN = 200 GeV,

separately for low- (< 5 GeV/c) [8] and high-pT (> 5
GeV/c) [7] regions. Suppression increases with colli-
sion centrality and the RAA at high pT is systematic
higher than the low-pT one. The strong suppression
of high-pT J/ψ observed in central collisions (0-30%)
indicates color screening or other QGP effects – at
pT > 5 GeV/c J/ψ are expected to be less affected
by the recombination and CNM effects. The RAA re-
sults are compared with two models, Zhao and Rapp
[9] and Liu et al. [10]. Both models take into account
direct J/ψ production with the color screening effect
and J/ψ produced via the recombination of c and c̄
quarks. The Zhao and Rapp model also includes the
J/ψ formation time effect and the B-hadron feed-down
contribution. At low pT both predictions are in agree-
ment with the data, while the high-pT result is well
described by the Liu et al. model and the model of
Zhao and Rapp underpredicts the measured RAA.

Low-pT J/ψ RAA measurements in Au+Au col-
lisions at various colliding energies:

√
sNN = 200

(black), 62.4 (red) and 39 (blue) GeV are shown in
Figure 4. Within the uncertainties, a similar level of
suppression is observed for all three energies, which
can be described by the model predictions of Zhao
and Rapp [9]. However, it should be noted that due
to lack of precise p + p measurements at 62.4 and 39
GeV Color Evaporation Model calculations [13] are
used as baselines, which introduce large uncertainties.
Figure 4 also shows the Minimum Bias RAA measure-
ment in U+U collisions at

√
sNN = 193 GeV as a full

circle. In U+U collisions one can reach up to 20%
higher energy density compared to Au+Au collisions
in the same centrality bin [14]. No difference in sup-
pression compared to other measurements presented
in Figure 4 is observed.

3 Summary

In summary, significant suppression of low pT J/ψ is
seen in Au+Au collisions at various colliding energies:√
sNN = 200, 62.4 and 39 GeV, and in U+U colli-

sions at
√
sNN = 193 GeV. No strong energy depen-

dence of the J/ψ suppression in Au+Au is observed.
Also, high-pT J/ψ in Au+Au collisions at

√
sNN =

200 GeV are strongly suppressed in central collisions,
which suggests the QGP formation. ψ(2S) to J/ψ ra-
tio was measured for the first time in p + p collisions
at

√
s = 500 GeV. When compared to results from

other experiments, no collision energy dependence of
the ratio is seen.
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Abstract. The HiLASE project aims the development of a new generation of diode pumped
high-average-power lasers which will be used in industry and science for special applications. The
main part of our in-house development is based on a new progressive technology where the lasing
medium has a shape of a thin disk. The thin disk in our case is a single crystal of Yb:YAG (1 cm
diameter, 0.2 mm thickness) inserted as an active mirror into a resonator of a regenerative
amplifier. Opposite to the thin disk is a parabolic mirror assuring many passes of the pump light
from laser diodes through the thin lasing medium so that practically all the pumping radiation is
absorbed. The amplification of oscillator pulses proceeds in those thin disk regenerative amplifiers
in dependence on the beam parameters required for our beamlines called A, B and C. All beamlines
will offer kilowatt level beams but they will differ in pulse energy and repetition rate. The
state-of-the-art of the HiLASE project is presented together with the intended applications.

1 Introduction

All over the world many high-power lasers are oper-
ated, some of them on very high output power, such as
on petawatt (1015 W) level, however, usually at very
low repetition rate, e.g. one shot per tens of min-
utes, so that the average output power is low. The
aim of the HiLASE project is the development of a
new generation of diode pumped lasers operating at
high repetition rate and high output power. The diode
pumping, due to the low quantum defect in the las-
ing process, leads not only to a high optical-to-optical
efficiency but at the same minimizes the heat load to
the medium. The state-of-the-art thin disk technology
enables production of picosecond pulses which will be
used for the high-tech industry purposes. The advan-
tage of such very short pulses when interacting with
the surface of a material consists in avoiding the melt-
ing of the material in the vicinage of the laser beam.

2 The HiLASE project basement

The HiLASE centre will offer three beamlines A, B,
and C, based on the thin disk technology. Figure 1
presents a scheme of the thin disk assembly (for a de-
tailed description see [1]). The thin disks are pumped
by fibre

Figure 1. Thin disk (0.2 mm Yb:YAG) assembly with
the pumping (red) and laser (green) beams (A. Giesen et

al., Appl. Physics B 58, 363, 1994).

coupled diode laser modules supplying 1 kW at a wave-
length of 969 nm [2].

The Beamline A will be delivered as a complex
by Dausinger&Giesen company, the output power of
1.3 kW at 0.75 J in < 3 ps pulsewidth are expected.
One of its main applications will be laser induced dam-
age testing (LIDT) in order to support development
of high quality optical elements. The beamlines B and
C will be fully developed by the HiLASE researchers.

The laser parameters of the B-beamline will be
500 W at 0.5 J pulse energy in 2–3 ps and a repeti-
tion rate of 1 kHz. It will be used besides others as a
driving laser of EUV plasma sources for semiconduc-
tor lithography and for EUV micromachining. A part
of the B-beam will be amplified in a one slab ampli-
fier aiming 1 J pulses at 120 Hz, 1–2 ps. The technical
structure of the B and C-lines is similar: the oscilla-
tor beam is stretched (up to 0.2 ns or 3 ns, accordingly)
and amplified in a one/two regenerative amplifies, the
output pulse is then optically compressed.

The beamline C will be a high repetition rate sys-
tem also of 500 W, but at 100 kHz, and 5 mJ in 1–2 ps
pulsewidth. Its application will be in laser microma-
chining, as a pre-pulse for EUV lithography, mid-IR
pulse source for bio-medical application, and to ex-
tend its application the C-beam will also be converted
into higher harmonics.

Besides the three beamlines the HiLASE centre
will operate also a kilowatt-class multi-slab laser sys-
tem [3, 4], 100 J in 2–10 ns pulsewidth at 10 Hz, which
is constructed in the co-operation with the Central
Laser Facility, RAL, Didcot, UK.

3 Present status and activities

Figure 2 presents the beam profile of the B-line.
The energy output was 45 mJ at a repetition rate of
1 kHz. The result was obtained at experiments with
pulse pumping at 969 nm wavelength [5, 6]. It was
found that the pulse pumping improved the beam
quality and the optical-to-optical efficiency, 19 % was
achieved.
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Figure 2. Profile of the B beamline at 45 mJ pulse
energy at 1-kHz repetition rate with 500µs pump pulse

duration at 969 nm wavelength.

The pulse energy in the beamline C has up to
now achieved 0.85 mJ at 100 kHz, pulse duration of
< 2 ps. We showed advantages of pumping at 969 nm
over 939 nm pumping [7]. So as to manage 5 mJ in
one pulse, more intense pumping, larger beam on
the thin disk, and better cooling of the thin disk is
planned. Regardless the lower pulse energy in the
C-line beam, the schemes for the fundamental wave-
length (1030 nm) up and down conversions have been
under development.

Figure 3 presents the scheme of the frequency down
conversion in optical parametric processes. A part of
the primary beam pumps an optical parametric gener-
ator (OPG) and the output oscillator beam is ampli-
fied in an optical parametric amplifier (OPA) pumped
by the rest of the primary beam [8]. The energy of
100µJ is expected in the signal and idler beams of the
OPA. The mid-IR beams will be used for spectroscopic
purposes and laser-beam-material interactions.

Figure 3. Generation of the mid-infrared radiation from
the primary beam in the C beamline.

Figure 4 is a schematic of the up conversion sce-
nario for the primary laser beam, namely for the gen-
eration of the fifth harmonic frequency. Three nonlin-
ear crystals will be used, LBO for 2HG, CLBO/BBO
for 4HG and another CLBO for 5HG. The latter crys-
tal will be in a box filled with argon so as to protect
the crystal surface against ozone, produced in air by
VUV.

Figure 4. Generation of the fifth harmonic frequency of
the primary beam in the C beamline.
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Abstract. In this contribution, next-to-leading order (NLO) simulations of jet production are
presented. These simulations are carried out using POWHEG-Box framework [1], implementation
of POWHEG next-to-leading-order generator, with parton showering provided by PYTHIA8 [2].
We focus on p+p collisions with centre of mass energy of 7 TeV and p+Pb collisions at 5.02 TeV,
where we study jet production cross sections and ratio of jet spectra reconstructed in different
collisions systems. Parton distributions considering effects of heavy ions are implemented using
nuclear parton distribution functions (nPDFs) such as HKN07 [3] and using nuclear modification
factors provided in EPS09 [4]. Jet reconstruction is done using anti-kT algorithm included in
FastJet package [5].

1 Introduction to jets

When a parton, a quark of gluon, is created with suf-
ficient energy, it undergoes a complex evolution that
produces a lot of final state particles. In theory jet is
this final state of such parton, however, in experiment
there is no information about the origin of particles,
only spray of collinear particles are observed. The jet
algorithm is then applied to reconstruct the jet and it
has to produce consistent results.

The jet evolution can be theoretically described
using to hadron production factorisation. Individual
stages of evolution happen at different energy scales
and therefore can be calculated separately and com-
bined.

2 Analysis overview

In the analysis presented here, POWHEG-Box frame-
work was used. It is based on a next-to-leading order
momentum ordered processes. As an input, it uses
PDF parametrisation described by CTEQ6.6 [6]. The
output of POWHEG-Box are only particles involved
in hard scatterings and these have to undergo further
parton shower evolution. For this purpose PYTHIA8,
monte-carlo event generator, has been used. It pro-
duces final state particles for given hard processes,
which are subsequently analysed by anti-kT jet algo-
rithm, standard algorithm used by the LHC experi-
ments, from FastJet package.

Main sources of systematic uncertainties in jet pro-
duction in the described setup originate from varia-
tion of renormalisation and factorisation scales in the
process generation itself, 13% uncertainty and from
parametrisations of PDFs and nPDFs, approx. 6%.

3 Jet spectra in p+p at 7 TeV collisions

Figure 1 shows comparison between fully corrected jet
cross section reconstructed from charged tracks only
by the ALICE collaboration [7] and results of simu-
lation with analysis setup described in Section 2 with

cuts following those used in real data analysis for sev-
eral values of resolution parameter, R, which describes
area of the jet. Good agreement between data and
simulation is observed. This serves as a baseline for
further analyses.
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Figure 1. Jet spectra reconstructed using anti-kT

algorithm as obtained by ALICE (full squares) and by
NLO simulations (open circles).

4 Jets in p+Pb at 5.02 TeV collisions

The study of p+Pb collisions provides information
about cold nuclear effects or initial state effects that
can be further used to improve understanding of
medium before collisions and differentiate effects due
to cold and hot media in heavy-ion collisions. To ac-
count for lead nuclei in the simulation framework, the
PDF of second colliding proton has to be changed.
This can be either directly to nuclear PDF, such as
HKN07, or by using modification factors on already
existing proton PDFs as in case of EPS09, both op-
tions are considered.

In order to observe changes in jet spectra with re-
spect to the changed type of colliding particles, vari-
able Rp+Pb is defined as a ratio of jet cross section in
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√
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√
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POWHEG-Box framework

p+Pb collisions with respect to baseline of p+p colli-
sion at same centre of mass energies scaled by number
of binary collisions. Figure 2 are RpPb for different
resolution parameters of reconstructed anti-kT jets for
both HKN07 and EPS09 nPDFs. The second one is
systematically above 1, however, all results plotted are
consistent with observation made by the ALICE col-
laboration [8].
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Figure 2. Ratio of jet spectra in p+Pb collisions with
respect to p+p baseline for various resolution parameters.

5 Measrements using Bjorken’s x

Variables x1 and x2 describe fraction of energy carried
by partons in colliding nuclei with respect to the en-
ergy of these ions. They can be obtained directly from
hard scattering simulation information. Additionally,
they can be obtained from information of scattered
hadronized partons in leading order processes. How-
ever, in the NLO processes the leading jets recon-
structed in acceptance range of −4.5 < y < 4.5 are
used with resolution parameter of 0.2. In order to
calculate x1 and x2, formulae

x1 =
pT√
s

(ey3 + ey4) , x2 =
pT√
s

(

e−y3 + e−y4
)

,

are used, where y3 and y4 represents rapidity of lead-
ing and subleading jet, respectively and pT is trans-
verse momentum of leading jet.

As seen in Figure 3, where ratio of extracted dif-
ferential spectra as a function of x1 or x2 in p+Pb
collisions with respect to p+p case, similarly to the
Sec. 3, information obtained from jets is consistent
with direct information from simulation in wide range
of x and there is no apparent modification of PDF as
function of x1, which is trued as this represents un-
changed distributions function of proton.

In case of ion modified to account for lead, en-
hanced probability is observed at values of x2 ≈ 0.1
and followed by suppression of probability for smaller
values of x2. This is consistent with overall picture
presented in [9].

6 Summary

Presented results show very good agreement between
data and simulation in p+p collisions at

√
s = 7 TeV.

Modification of analysis to account for p+Pb collisions
has shown that there is no apparent modification of
jet cross section which is validated by results from
the LHC experiments. Study of jets with respect to
extracted values of x1 and x2 have shown that these
jets can be used to observe changes in PDFs of heavy
ions with respect to protons, however, these changes
are integrated over all the parton types and over the
whole range of Q2 in hard scattering. Additionally,
wide rapidity range had to be used to investigate big
values of x1,2 as possible.
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Figure 3. Modification of obtained PDFs in p+Pb
collisions with respect to p+p case as a function of x1,2.
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